Ministry of Education of Republic of Belarus

Brest State Technical University

Robotics and Artificial Intelligence.

Problems and perspective

PROCEEDINGS of International Conference

4-6 November 2013

Brest 2014



YK 004.896
BBEK 32.816

PepakunoHHasa Konneruns:

B.C. Py6aHoB, Bpl'TY, K.h.-M.H., OLEHT - FNaBHbIA peaakTop

B.A. TonoBko, BplTY, A.T.H., Npodeccop - 3aM. [NaBHOro pefakropa
B.M. Pakeukui, bpI'TY, K.b.-M.H., AOLEHT

JNI.N. MaxHuct, bplTY, K.T.H., 4OLEHT

A.lN. OyHeu, BplTY, ooueHT

PeueH3eHTbI:
Mypasbes I".J1., npodeccop Kaheapbl MHTENNEKTYaNbHbBIX MHPOPMALMOHHbIX
TexHonoruii BplTY, K.T.H.;
Martiowkos J1.M., [oueHT Kadeapbl SKOHOMUKN 1 yrnipaBneHus bplry
M. A.C. TlywKuHa, K.T.H.

PO6OTOTEXHUKA U UCKYCCTBEHHbIA MHTENNeKT. NpobaemMbl 1 NepcneKkTuBbI: mare-
pvanbl MeXAyHapoAHOM Hay4HO-NPaKTUYecKon KoHdepeHuun, bpect, 4-6 HOA6-
ps 2013 r. / BpecTckuii rocy4apCTBEHHbI TEXHUYECKUIA YHUBEPCUTET; NOA Pea.
B.C. PybaHoBa [n ap.] - Bpect: n3g-so bplTY, 2013. - 60 c.

ISBN 978-985-493-313-9
MpejcTaBieHbl CTaTbh N0 COBPEMEHHbIM Npo6GreMam pPOGOTOTEXHUKM B HayuHbIX W
NpUKNagHbIX UCCNeA0BaHUAX, pacno3HaBaHns 06pa3oB W aHanM3a U3o6paxeHuii, UCKyccT-

BEHHOr0 UHTENNeKTa v HelipoHHbIX ceTeil. MpegcTaBneHbl NPoeKTbl CTyfeHYeCKO Hay4YHo-
ncecnegosarenbCkoii naboparopuun «<Po6oToTEXHMKAY.

YK 004.896
BBEK 32.816

ISBN 978-985-493-313-9 © N3patensctBo BplTY , 2014



COMMITTEES
Program Committee of RAIPAP 13

Chair: Vladimir Rubanau, Brest State Technical University, Belarus

Vice-chair: Vladimir Golovko, Brest State Technical University, Belarus
Valery Raketsky, Brest State Technical University, Belarus

Akira Imada, Brest State Technical University, Belarus

Rauf Sadykhov, Belarus State University of Informatics and Radioelectronics,
Belarus

Vladimir Golenkov, Belarus State University of Informatics and Radioelectronics,
Belarus

Victor Krasnoproshin, Belarus State University, Belarus

Alexander Doudkin, National Academy of Science, Belarus

Alexander Krot, National Academy of Science, Belarus

Arunas Lipniskas, Kaunas Technical University, Lithuania

Kurosh Madani, University of Paris XII, France

Ralf Stetter, Ravensburg-Weingarten University, Germany

Andreas Pachinsky, Ravensburg-Weingarten University, Germany
Hubert Roth, University of Siegen, Germany

Grzegorz Granosik, Lodz Technical University, Poland

Richard Balogh, Bratislava State Technical University, Slovak

David Obrdzalek, Charles University, Czech Republic

Dmitriy Bagaev, Kovrov State Technical Academy, Russia

Vladimir Ivahiv, Lviv Politechnic University, Ukraine

Anatoly Sachenko, Ternopil Technical Academy, Ukraine

Organizing Committee

Andrey Dunets
Valery Kasyanik
Uladzimir Dziomin
Ivan Dunets
Anton Kabysh



GRIP RECOGNITION AND CONTROL OF A THREE FINGER GRIPPER
WITH A SENSOR GLOVE

Igor Zubrycki, Grzegorz Granosik
Lodz University of Technology
tel +48 42 6312554
Email: igor.zubrycki@dokt.p.lodz.pl, granosik@p.lodz.pl

Abstract—We propose the structure of the control system to intuitively operate
the multi-finger gripper SDH from Schunk. The sensor glove can be used as an input
device. However, the transformation from 5fingers of human hand down to 3fingers
of the gripper is not trivial. Our approach includes a grip recognition phase followed
by a grip execution phase. This paper shows some preliminary tests of the perfor-
mance of this controller.

|. Introduction

This paper details the design of 3-finger gripper controller using a sensor glove as
an input device. Proposed system has the ability to recognise different grip types
and, as a result enables to control all 7 degrees of freedom of the 3-finger gripper
with our simple in house made sensor glove. Paper describes sensor glove functio-
nality and provides a comparison between two learning methods used to enable
grip recognition.

As a continuation of our previous work [1], where we designed a system to con-
trol a virtual model of the 3-finger gripper, this paper describes some control as-
pects related to using real gripper and presents results of several tests performed on
the 3-finger gripper SDH from Schunk.

IIl. Motivation

Dexterous grippers provide a method to manipulate objects in constrained envi-
ronments in ways that would be otherwise impossible with only 6-dof manipulator
and parallel-jaw grippers [2]. However, coordinated motion of such gripper in not
trivial and, in fact, the whole system can be considered as a robot with three mani-
pulators working in the common space. Therefore, controller not only has to pro-
duce grip that is optimal for a certain task, but also has to deal with transitions stag-
es and avoiding self-collisions. In the proposed system, we have decided to use a
sensor glove as a main input device. Intentions of the operator moving his or her
hand (with a sensor glove) are translated to movements of 3-finger gripper having 7
DOF. This transformation has to be accurate and intuitive for the user.

Resulting solution provides a way to teleoperate a dexterous gripper without sig-
nificant expertise [3] as well as gives us a platform for learning grasp methods from
human demonstrations [4].
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lll. Proposed control structure

The proposed system to control 3-finger gripper consists of 7 parts (shown in Fig. 1):

1. Sensor glove which is a two-layer textile glove with flexion and force sensors at-
tached to it. We have used resistive sensors and added appropriate voltage dividers
to safely connect output voltages directly to A/D ports of Arduino board.

2. Data filtering program. This program reduces effects of the sensor noise and its
temperature sensitivity.

3. Gesture recognition. Filtered sensor data are used to recognize the grip type.
Program is based on the machine-learning algorithm and is explained in detail in fur-
ther sections.

4. Planner of pose change. This program is used in case of the grip change. As dif-
ferent types of the grasp can require rapid changes of the poses of three fingers, this
process may sometimes be danger (risk of the self-collision of SDH hand). To reduce
the risk we propose the planner that would generate safe trajectories to change the
pose in case of different grip recognition.

Figure 1 - Proposed control structure

5. Trajectory generator. This program consists of a state machine that manages

the gripper behavior in different scenarios. For each recognized grip, the relation be-
tween readings from flex and force sensors and the pose of the gripper is different.
Therefore, movements of the operator's fingers are transformed to the movements
of 7 DOF in the specific way. In case of grip change the trajectory generator gives
priority to the trajectory generated by the planner of pose change.
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6. Direct control node. This node realizes the trajectory by sending velocity com-
mands to the gripper, with position feedback from SDH hand. It also transfers to the
system information about the current state of the gripper.

IV. Physical control layout

To realise the proposed control structure, we have implemented a ROS based
network of nodes, each with some part of the aforementioned functionality, as
shown in Fig. 2. To simplify development, nodes are implemented on two PC com-
puters, interconnected by the TCP protocol, with master-slave configuration. Master
computer has also the ability to control the slave's functionality (e.g, switching-on
devices connected to it) using secure ssh connection.

Master computer has two key functionalities - direct control of the SDH gripper
and managing communication between different ROS nodes using built-in DNS-like
functionality.

Figure 2 - Graph of control structure in ROS

Slave computer provides nodes responsible for the trajectory generation, gesture
recognition, data filtering and data acquisition. Planning of the safe movement be-
tween different grips is not yet implemented.

We have observed during the preliminary tests that having visual presentation of
the target position of the gripper calculated by the trajectory generator is very use-
ful for the operator, who can calibrate it or even change it while gripper is still mov-
ing. Such visualization is provided as a "shadow gripper", shown in Fig. 3. Solid tex-
ture is used to present actual pose of the SDH hand while transparent picture
represents output from the trajectory generator. When the system is in operation
the solid picture follows the shadow. As the SDH hand is not very fast, that can be
read from bode plots presented in Fig. 4 the operator has some time to make cor-
rections in the grip before the fingers reach the object.

Visualisation in done in the tool available in the Robot Operating System named
Rviz. It allows for easy presentation of 3D models, described by Unified Robot De-
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scription Format (URDF). Special node (robot\_state\_publisher, Fig. 2) computes
forward kinematics for each coordinate frame attached to robot's joints, that fur-
ther allows moving any object on the 3D scene {in our case 3D meshes described by
COLLADA files).

Figure 3 - Visualisation of gripper pose and shadow hand in Rviz

Bode Plot

Figure 4 - Bode plot of gripper's joint
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V. Sensor glove

Sensor glove designed for hand movement and grip estimation consists of 10 flex sen-
sors: five positioned on the upper side of the hand, as shown in Fig. 5a, another set of
five is positioned on the bottom side of hand as shown in Fig. 5b, the force sensors are
mounted on fingertips and in the middle of palm, as shown in Fig. 5c. The two-directional
FS Flex sensors have 25 kOhm flat resistance and maximally 125 kOhms of bend resis-
tance. They are combined with 10 kOhm resistors to compose voltage dividers. Finger
joints have limited range of movement of about 90 degrees. At this range all sensors had
a nearly linear characteristic, as shown in Fig. 6. One can see that these characteristics
vary in both inclination coefficient and offset from sensor to sensor between 18.7 kOhm
and 28.8 kOhm. This called for the need of individual calibration for each sensor. Force
sensors have much less linear characteristic in the range of 0-15 N, as shown in Fig. 7
but they are more homogenous in the set of 6 sensors we have tested.

Figure 5 - Sensor placement on our sensor glove (for left hand) [5]: a) inner glove, upper
sideflex sensors, b) inner glove, bottom side flex sensors c) outer glove, force sensors

Sensor glove is connected to the 16 channels of the 10- bit A/D converter built in
Arduino Mega 2560 board. The acquired data is formatted into the ROS Message di-
rectly on the Arduino Board. Then data is serialized and sent to PC computer by USB
port. Special rosserial_node controls communication, checks data correctness and
publishes topics created by Arduino on the ROS System.

VI. Learning grips

Robust and fast grip recognition is essential for the proposed trajectory genera-
tion scheme. There are several procedures for learning grip recognition from sensor
data. We assumed that successful algorithm would provide good overall precision
and recall, and would not require re-learning for each new user.
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Figure 6 - Static characteristics of the flex sensors [?]
(delta - bending angle, R - sensor's resistance)

Figure 7 - Relationship between ADC and measuredforce



In our research we have tested two algorithms - Forest of Randomized Trees

(FORT) and Support Vector Classification (SVC) as they provide good performance
and generalisability.

To teach our algorithms we have used 230 training vectors, that were acquired by

asking six users to perform grips on different objects and with different intentions.
Performance was tested on additional 70 vectors.

Fiaure 8 - Confusion matrix for Forest of Randomized Treees method

Figure 9 - Confusion matrixfor Forest of Randomized Treees method
10



To find the best parameters for learning algorithms, we have used 10 fold cross
validation. In case of Forests of Randomized Trees, we have used grid search for
number of estimators (trees) ranging from 1to 40 and minimum sample split rang-
ing from 1 to BO, and maximum number of features ranging from 1 to 16. Best re-
sults were found for number of estimators 19, maximum number of features 9, and

minimum sample split of 6. In that case, for test data algorithm had f-1 score of 0.77,
precision 0.8 and recall 0.78. Confusion matrix is shown in Fig. 8.

Figure 10 - Learning curves for SVM algorithm usedfor grip recognition

Figure 11 - Schunk SDH controller input/outputflow diagram
11



Similar prediction results were obtained for the second of the algorithms we have
tested with mean precision score of 0.78 and mean recall score of 0.77 (obtained fl
value 0.76). Confusion matrix (Fig. 9) shows that precision and lateral grips were the
most difficult to tell apart.

In order to decide when we should finish the teaching process, we have conducted
tests on in-sample (training) and out-of sample errors to assert the state of learning as a
function of number of training vectors [6]. For both algorithms learning curves, shown in
Fig. 10 indicate that errors are diverging, so we can assume that additional training would
only marginally improve performance for the learning models chosen.

The biggest difference between tested algorithms was in the prediction perfor-
mance. We have measured the prediction time for both algorithms on the randomly
chosen data and for the 10000 repetitions. The results show that for the SVC algo-
rithm single prediction takes on average 79 ps while for the FORT algorithm the
mean value is 2.65 ms, being over 30 times slower. Considering that our algorithm is
going to be used for online grip recognition, we have chosen SVC.

VII. Schunk SDH 3 finger gripper properties

Schunk's SDH gripper is a very sophisticated device that enables precise control of
a grip angle and a grip shape as it has 7 degrees of freedom driven by DC motors
with low gear ratio and precise encoders. The ROS implementation of Gripper API
(initially developed by [7]) allowed us to control most of the gripper's parameters
directly from the ROS system. To make the original solution more flexible we have
implemented additional functionality: TCP/IP communication with gripper (RS232
and CAN was already available).

To use the sensor glove to control the gripper we also had to change the beha-
viour of the gripper when receiving new position - which is normal in situation when
operator's hand (wearing sensor glove) moves. The default hardware position con-
troller has to stop after each position is reached. In case of receiving new position
during the motion, fingers rapidly stop the movement, which results in jerks. We
solved this problem by implementing software position controller using velocity
commands and the position feedback from the gripper. Control, communication and
diagnostics of Schunk SDH Gripper was put to a ROS node shown in Fig. 11.

VIII. Conclusion

We have proposed the control system to intuitively operate the 3-finger gripper
using sensor glove as an input device and two main stages of the algorithm: the grip
recognition and the grip execution. Both tasks are neither trivial nor easy to imple-
ment in real time. We have shown quite good results of the grip recognition after
the SVC algorithm was taught by 230 training vectors obtained from 6 subjects. We
have also tested some performance of the SDH hand, namely: dynamics and posi-
tion control in the continuous teleoperation mode. We have shown effective control
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of the SDH hand using sensor glove and the shadow hand philosophy. The visualisa-
tion of the results of the transformation from the sensors readings to the expected
gripper's movement helps operator to correctly show his/her intentions and on-line
control the 3-finger gripper.
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EVALUATION OF THE OPTONCDT ILR SENSOR

Richard Balogh
Slovak University of Technology in Bratislava
Faculty of Electrical Engineering and Information Technology
Bratislava, Slovakia
richard.balogh@stuba.sk
Abstract—In this paper we evaluate metrological properties of the optoNCDT ILR
sensor and compare it with the producer’s datasheet. Then we describe its use for
the purposes of map creation in mobile robotics. Results are promising so we can
use this sensorfor cheap map-making mobile robot applications.
Keywords—laser scanner, distance sensor, mapping, mobile robotics
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I. INTRODUCTION

In mobile robotics, we often use laser scanner sensors (e.g. Sick [1], [2] or Hokuyo
rangers [3],[4]) as a primary source of information for map creation. Unfortunately, al-
though their performance is very good, high price limits their use in laboratory experi-
ments. Many other attempts to obtain reliable map of the environment were described,
e.g. [5] or [6]. In this paper we describe our experiences with standard industrial la-
ser distance sensor optoNCDT produced by the Micro-Epsilon company [7].

Il. SENSOR DESCRIPTION

Sensor considered for tests is a compact and reliable laser distance sensor with an
analogue output signal produced by the German company Micro-Epsilon Messtech-
nik. According to the producer, sensor is appropriate for monitoring and positioning
of cranes, measuring the liquid level in a tank, measuring motion of the conveyors
and positioning [7], see also Fig. 1.

Figure 1 -Sensor optoNCDT ILR 1030-8 by the Micro-epsilon company.

The sensor operation principle is based on the measuring of the pulse propaga-
tion time (time-of-flight technology). The sensor sends a short (5 ns) pulse which is
reflected from the object being measured and is then detected by the sensitive ele-
ment of the sensor. Distance of the object is derived from the pulse flight time to
the object and back. As a source of pulse is used a laser diode (Class 2) with a wave-
length of 660 nm and beam divergence 1 mrad. Pulses of length 5 ns are repeated

with a frequency of 250 kHz. This technology should minimize the impact of the
14



scanned surface, properties of the material as well as the impact of lighting object
and should thus always provide reliable and consistent data.

The sensor has an analog output 4-20 mA, the measurement range can be set in
so called learning mode. In addition to the analog output, also single switching out-
put is available. Its switching level again can be set in learning mode of the sensor.
Values can not be entered exactly, only on the basis of the actual measurement. Ef-
fective measurement range is limited by the color of the target surface. For dark sur-
faces the effective range is more than half of the light ones (see Fig. 2).

Figure 2 - Measuring ranges of the sensor for different colors of objects.

Table | -Technical Parameter

Measuring Range 02..25m a

Linearity +20 mm

Resolution 1 mm

Repeatability <5 mm

Response time 10 ms

Operation temperature -30°...+50°C Protection class IP 65
Power Supply 10 - 30VDC, class 2

Weight 90g

Dimensions 25,8 x 54,3 x 88 mm (with connector 102)

a) for black surface, up to 8 m for white
ll. MEASUREMENTS WITH THE SENSOR

Technical parameters of the sensor are completed in Tab. 1. We measured the
metrological properties of the sensor according the EN 60 770 standard. We per-
formed 3 sets of measurements for increasing and 3 for decreasing values, then fol-
lowing properties were calculated:

A. Inacuracy.

Maximum positive error was at 10 % input and its value is 0,5 %. Maximum nega-
tive error is at 90 % input and its value is -0,9 %.

15



B. Measured error

Maximum positive difference from an average is at 10% input and its value is
0,28 %. Maximum negative difference from an average is at 90 % input and its value
is -0,58 %. Measured error is 0.58 %.

C. Non-linearity (terminal based)

Line connecting end points has a slope -0,003796 and offset 0,279630. Maximal
deviation of average values from this line is at 90 % input and the value of non-
linearity is -0,37 %.

D. Hysteresis

Maximum difference between the increasing and decreasing measurements is at
90% input and its value is 0,7 %.

E. Non-repeatibility

Non-repeatibility value is 0,75 at 85 % input.
We also measured additional sensor-specific properties of the device.

F. Size of the laser spot

We measured diameter of the measuring spot in various distances. Real diameter of
the spot was difficult to measure due its high intensity which enlights also the sur-
rounding, especially for small distances. It explains also paradox that spot decreases its
diameter with increasing distance. For larger distances the intenzity of the spot is lower
and measurement is more precise so we are able to measure just the spot itself and
not the secondary lighted area. Results of the measurement are in Tab. 2

G. Influence of the surface color

Measurement on the 100 cm range show almost no dependance of the measured
range on the color of the measured object. Results of the measurement are summa-
rized in Tab.3.

H. Power consumption

When powering the sensor from the 12 V DC source (exact value 12,45 V) we
measured current consumption 98,9 mA in steady state.

I. Dynamic properties

We measured dynamic properties of the sensor at the step change of the input
distance. Distance was changed by the shutter in the laser beam line from the 50 to
100 cm using a position servo. Change of the output value was measured by the os-
cilloscope as a voltage across the measuring resistance. Measured response time
was in the range 10-12 ms, once up to the 14 ms. Response time is not depending
on the change direction.

16



TABLE . SPOTDIMENSIONS

Distance [cm] spot dimensions [mm]
50 48x4,8
100 4.8x4,8
150 24x48
200 25x4.4
250 25x44
300 25x25

TABLE Il. COLOR SURFACES

color current
D=100cm [mA]
white 6,62
yellow 6,62
6,62
6,61
6,61
6,61
6,61
mirror 6,62

Figure 3 - Measured error of the sensor.
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Figure 4 - Dynamic response of the sensor on the step change.
VI. MAP CREATION

For the purposes of the mobile robotics we tried to use this sensor for as a source
of data for map creation. For this experiment, we mounted relatively light-weighted
sensro on the positioning RC servo head. We were rotate the sensor in the range of
0 to 180 degrees with increments of 1 degree. The servo gear characteristics are un-
fortunately not quite linear. Then we converted measured value of the current by
the 10-bit A/D converter (0-1023) with an input range of 0 to 5 V. Current of 4-20
mA was converted to a voltage using a 233 ohms resistor. Sensing range was for
practical reasons limited to 0-200 cm.

Then we created a model room in which the robot has to move (see Fig. 5). The
measurement was carried out statically from the point with coordinates [0,0]. During
the measurement we exploited three different surface materials . The segments AB
and EF white plastered wall, in the section DE ceramic tiles in the remaining sections
of BD , FH and JL chipboard . Created model allows as to test several problematic
parts - the intern corners ABC, CDE and EFG as well as outer corners BCD. Also we
tested the behaviour of the sensor for holes (e.g. window, door,...) GJ - see Fig. 6.

V. RESULTS

During the measurement the mobile robot with rotating sensor was placed at the
point O. Readings with 1 degree increments were plotted in polar coordinates (angle
in degrees, distance in cm) on the following diagram.

During the measurement we observed that too fast moving head results in de-
layed measurements. When faster movements occur the higher the variance of the
measured values due to vibration throughout the head Experimental results proved
the measured dynamic properties of the sensor and shows that it is impossible to
perform a single measurement faster than each 10-12 ms.
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Figure 5 - Photo of the measured room model.

Measurements shows that the approximate time required for full scan in the
range of 0 to 180 degrees with a resolution of 1 degree takes about 2,1 seconds. It
doesn't seem to be appropriate for mobile robot, but relatively long time is balanced
by the reliable and accurate measurement, which don't need to be repeated. Sensor
can be also exploited for faster measurements with a possible compensation of dy-
namic errors or for measurements with more than 1 degree of resolution.

Figure 6 - Dimensions of the room model
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VI. CONCLUSIONS

The present sensor ILR 1030-8 is a very promising component for robotics. After
correcting the positioning head allows relatively precise distance measurements, it
is robust and reliable. Its use is enforces its low weight (which can be further re-
duced by removing the sensor case). Its approximate price is around 280,-€.

Figure 7 - Results of the measurements.
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LANGUAGE OF DESIGN OF MODEL OF BEHAVIOR OF COMPLEX SYSTEM

Harchenko S.L., Bagaev D.V.
Kharkov National University of Radioelectronics
Kharkov, Ukraine
Kovrov State Technological Academy named after V.A. Degtyarev
Kovrov, Russia
khsin@yandex.ru, dmitrybag@gmail.com

Abstract - The paper deals with creating a complex pattern of behavior controls
technical system based on the use of the formal language of design. Which provided
visualization used in the model of concurrency control system behavior and the pos-
sibility of action sequences (the track) with the performance. The resulting pattern of
behavior may be useful in the verification and validation of the control program of
the technical system.

Keywords - pattern of behavior, a process, asynchronous parallel processes, multi-
processor control system, the graph model of behavior.

I. INTRODUCTION

One of the urgent tasks of software development - is the creation of programs for
complex technical systems, such as robot control systems. Of the total list of works
carried out in the solution of this problem in the early stages of design, it is possible
to allocate the task of creating a model of the future behavior of the robot control
system. Perform extensive quality indicators such work can be substantially in-
creased if the design of the management model to use formal language that allows
to visualize the execution trace, organization and interaction of parallel processes,
using a multiprocessor system.

Besides, complexity of modern control systems demands to provide application of
the multiuser operating mode over the project. That provides possibility of simulta-
neous work on the project to several groups of the independent developers united
by one ultimate goal.
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Arising needs for resources when performing such works, indicate the need of
application of a various automation equipment without which application time im-
plementation of the project much more exceeds admissible intervals of expectation
of the end result.

Searches of the complex solution of such complex problems of design led to that
one of possible versions of the solution of a task is realization of methodology of de-
sign which is based on creation of model of behavior of the control system which
description can be automatically transformed to sequence equivalent to it (or to
some equivalent sequences) operators of one of programming languages.

As the consensus about methodology of creation of the software product in which
decisions with use of series-parallel algorithm or functioning are applied as asyn-
chronous parallel processes isn't present, it is possible to choose representation of
model of behavior in the form of the count.

Such approach will allow to display through columns all options of branching in
algorithm of model of behavior, and action which are correlated to edges of the
count, can be written down in any formal language. The record form a file script can
serve one of such examples of record.

It is obvious that realization of such model of behavior imposes restrictions on a
choice of an operating system. If to consider definition "action" as any sequence of
executed operators, such approach is characteristic for UNIX of similar operating
systems in which such sequence of operators is treated as process. For such OS, per-
formance of process can be considered as execution of operators by virtual car. In
this case the virtual cars created by an operating system have opportunity to com-
municate among themselves through the general resources of the environment of
performance of processes.

Il. PROBLEM DEFINITION

For today software creation for difficult control systems is one of actual tasks. In
the general list of works which are performed at the solution of such task at early
design stages, there is a creation of model of behavior of future system. Perfor-
mance of this work can baht is significantly accelerated if to use formal language at
design of model of behavior of a difficult control system. Especially it should be
noted need for creation of the mechanism of visualization of designs of language of
design which display overlapping at realization of interactions a component of a dif-
ficult control system.

One of the main requirements to language of design of model of the behavior, dif-
ficult control system, will be that the created designs of language of design of model
of behavior have to be suitable for machining. It will allow to transform further by
formal rules the description of the designed model of behavior of a difficult control
system to sequence of operators of one of programming languages.
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Formal language of design of model of behavior the count for visualization of in-
teractions uses a component and branchings of sequences of executed actions in a
control system. In such count this or that action of model of behavior is associated
with each edge, and tops of the count display current state of process of modeling.
On the other hand, the model of behavior needs to be considered as component
structure which can gekomnosuposatb any element to an indivisible condition
(component). And everyone to a component, at all levels of decomposition, model
of behavior it is possible to consider as process in a control system.

I ruled records of action which is associated with an edge or top of the count, are
regulated by the interpreter applied in the project for which the set of rules of anal-
ysis and interpretation of an entrance stream is in advance defined.

Ill. Process in behavior model

If we call the count of model of behavior as P, and in this count of an edge of the
count will designate actions, and condition tops. In this case functioning of model of
behavior can be considered as system transitions on actions from one condition (s,)
in another. Generally the model of behavior can be presented as a set of actions of
Act(P) which P process, thus, for any process can execute

Act(P) g Act,

where Act set of all possible actions.

The choice of a set of actions of model of behavior depends on a situation for
which some set of actions is characteristic. If to divide a set of actions on entrance a?
days off a! and internal r i.e. which aren't connected with environment, it is possible
to designate an infinite set of names of objects of process (Names) which can be en-
tered or removed. Then the set of actions can be defined as

Act = {a”\ae Names}{j{a'\aE Namesj\}{t) .

In this case process in model of behavior can be defined as
P = (S, s°,R),
where S - aset of conditions of P;
s° - an initial condition of P, s°, S;
R- look transitions (sj, a, s2), where subset of a type of r e SxActxs.

And process of P, in behavior model, it is possible to consider as passing of a set of
transitions of a type of s ->s, and performance of actions of a0, al, .... Process
will continue work until then while there is a transition from R and will stop work in
the absence of that.

Let's define a set of all actions of process of P as Act(P) from Act\{t}, i.e.

of
Act(P) = {ae y4c/\{r}|3(5]'l—>32)eR}.

Process will be final, if sets of S and R have the termination.
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The final sequence of a0, al, ... set of Act for which there is a sequence of condi-
tions of sO, si, s2,... P process will be the route of process of P. In this case the set of
all routes of process can be designated P models of behavior as Tr(P).

If to remove all unattainable conditions and all transitions at which there are un-
attainable conditions, from process of model of behavior the turned-out process of
P' (the achievable part of process of P) will have the same behavior, as well as P
process therefore they can be considered as identical.

During the work with model of behavior replacements of conditions in the course
of P are possible. If we replace ses with any j'e s and we will designate process as P’
which turns out from P by replacement of s by s" in sets of 5 and R, transition of a type
of s’ —s, can be replaced with transition of a type of s¢->s1 In this case P’ process will
possess the same behavior as P. If to make multiple replacement of conditions in the
course of P, and to consider it as replacement of a subset of conditions of process,

display of this process can be presented as /: and result will be
P =(S",(sf./?0,
where co0=/(¥) and for everyone vapors s and ae At

(V ->s2e R<>(f(s) ->/(s2)e R’
In this case behavior of processes identical, therefore, processes are identical.

IV.  OPERATIONS WHICH CAN BE CARRIED OUT OVER PROCESS IN BEHAVIOR
MODEL

By consideration of process of modeling it is possible to come to conclusion that
over it the limited number of actions can be executed. Now we will consider those
actions which can be realized in process.

In case for process in model of behavior there are no transitions, and there is one
entrance condition - it call empty and designate as 0.

Let’s consider a case of addition to process of P prefix actions. In this case to a set
of conditions of process the condition of s which is an initial condition of new
process is added. It leads to that to a set of transitions s' ~>5° transition is added,
and it is possible to call the process which has turned out in this case as a.P.

If there is an alternative composition, that couple of processes of P2and P2 needs
to construct process of P which will function also as P2or P2is supposed. The choice,
what branch will be used by P process, depends on a choice of the process or on an
environment choice.

So, if Pj = a7.Pi and P2= 3?.P2 and the environment can enter the a, but can
not enter the 6, then P must select only possible behavior - P2 Thereafter, the
process P can not change its decision. Then the alternative formulation is as follows

Pi=(Si,s°, RI(i=1 2)
and a set of conditions of 52and S2in this case have no general elements.
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In this case alternative composition will be
Pi+P.=(5s%R),
where: - 5is s, <s2to which the new condition of s° which will be initial for Px+ P2is
added:;
R contains all transitions from R3and R2,
for each transition from R, (i = 1,2) a type of s°; -»j, R contains s°a>j transi-
tion.

If sets of Si and S2 have the general elements, for P2+ P2 need to be replaced
those elements which enter into Si in S2 and as appropriate to execute S2 and s°2
modification.

As the model of behavior is difficult system, in it can be used and parallel compo-
sitions from several interacting a component. If to consider two Sysi and Sys2 sys-
tems (subsystems) which are components of one Sys system, i.e.

Sysd:EESysl,Sysz] .

That behavior of systems can be presented by Px and P2 processes respectively,
and behavior of 5ys, (i =1, 2) as a part of Sys system will be presented to the corres-
ponding P,. Let's designate {Pi, P2} as process which describes behavior of system. It
can be treated as round column P, we will consider thus all transitions from a condi-
tion in a condition in the column as instant. The fact of performance of action, in this
case, we will fix at the time of transition.

Each entrance or output action of Pt(/ = 1, 2) represents result of interaction of P,
with process not entering into set {PIt P2), or as result of interaction with P,, where
je {i,2}\i}, or it internally process action. If internally process action that P; (/= 1, 2)
transfers it a certain object, and Pj it accepts p/je {i,2}\{/)).,

Each possible option of behavior of process of Pi (i = 1, 2) can compare a thread
(in treatment of UNIX OS is a process, i.e. sequence of operators), which we will de-
signate as 0/. It will allow to define option of behavior of process of 0/ (/= 1, 2), for Pf
as a part of processes {P2 P).

If to designate set of all options of behavior of processes as Beh{PIt P2, each of
which corresponds to one of options of functioning {Px, P2}. That can be assumed
that process (P3 P2] functions consistently, i.e. that at any option {PJ( P2 form the
linear ordered sequence of tr={act2 act2 ...) actions which are ordered on perfor-
mance time. If to designate With as one of sequences, the set of indexes of ele-
ments of sequence can be designated as Ind(tr), and a set of points as Points{C).

The sequence of tr is linearization With (it is supposed that in parallel processes
carrying-out operators aren't synchronized on time, therefore, it is possible to con-
struct some ordered sequence) if there is a display

Lin: Points -> (Ind (tr).
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In this case the answering condition can define the description of process {P2 P2}
as construction P ]
Tr(P) C‘EJ(FIFZ Lin(C)
with Beh{PIt P2
In this case in the course of P all linearizations of processes of P2and P2answering
to any their joint behavior are presented.

If processes look like P, = (S1, s°, RJ (i = 1, 2), and tr is the route (5, s°, R) which
components can be defined as
.S 25 xS2={(s, i2)s, € 5, s2¢ 53
-s°=(s°,s°2)
- for each transition s *-> s'i of P2and each state of ses2. R comprises a passage (s2
s) “-> (s'i, s). And for each transition s2* -> s'20f R2and each statese s,, R comprises
atransition (s, s2) ° -> (s, s2.

For each pair of transitions s2° -> s\ e R2and s2° ->s'2e R2 R contains the transi-
tion (sbs?r -> (s'i, s'2.

It is possible to claim that this process of P is parallel composition of processes of
P2and P2which can be designated as P21P2

During the work with parallel processes restrictions which follow from logic of
functioning of processes of P2 and P2 are applied. If the L any subset of a set of
Names, in this case restriction on L looks like P\L = (S, s°, RO which turns out by re-
moval of all transitions having tags from a subset of L, i.e.

R‘d;f{(j “—»s')Gin]a=r or name(a)€ L).

It is necessary to remember and that during the work the set of conditions of
process of P decides on parallel compositions as work of conditions of processes of
P2and P2entering into this process.

As the model of behavior is under construction on the component principle, it can
lead to repeated use of the same component in model. It leads to that tags of transi-
tions and names of actions repeat. For permission of the such conflicts renaming of
names/is carried out: Names -> Names and change of tags a?,a! onf(a)? and f(a)!.
The turned-out process can be designated as P[f].

At nonidentical renaming when names from the list a,, also occurs displays
in names .., 6n Inthis case process will be designated as P/~6Ya”..., BYan [1].

V. TREATMENT OF DESIGNS OF THE COUNT OF MODEL OF BEHAVIOR

Recognizing that we consider behavior model, and it means work with such cate-
gories as a condition of system, action, an event, transition from one condition in
another, transition conditions, sequence of events, from column P it is possible to
allocate information (J) and the managing director (G) of the column. If to compare
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transitions in columns J, G and transitions in the column of the description of model
of behavior, it is possible to receive the statement about their route equivalence of
Tr (P) = Tr(G) = Tr(J) that will allow to operate with each of counts at the solution of
specific problems of creation of the software.

So to column J it is possible to refer all actions which change internal state of
model of behavior. Now we will define that action - any operation which makes sign-
ing up in port of input-output is meant the term or carries out an splitting of new
process in system. It is necessary to remember that the declaration of assignment
need to carry to operations of change of internal state of process.

For all these listed elements it is possible to execute operation of replacement of
action on the corresponding time equivalent on each layer of decomposition in the
operating count of model of behavior. Such action, further, will simplify a task of the
analysis and verification of the operating count.

As the form of record of the information count is suitable for machining, further it
is possible to use the interpreter which in an automatic mode will replace the action
elements of the information count with the corresponding sequences of operators
of the chosen programming language.

Having carried out the analysis of the managing director column G it is possible to
allocate some moments, so transition from a condition in a condition can be uncon-
ditional or it can be limited to performance of some condition. Such condition influ-
ences a choice of the route and depends or on a condition of objects connected with
internal or entrance actions. Most conveniently for routes defining a choice to write
down conditions over an edge of the count. It will significantly improve visualization
of a condition of transition. The type of such record assumes the following options:

- lack of record over an edge, unconditional transition;

- record existence over an edge, transition will be executed if expression over an
edge is true. Especially it is necessary to emphasize that in the column surely there
has to be an alternative route which will be realized in case of condition non-
performance;

- existence over an edge of «*» symbol means that unconditional performance of
transition (it is used only in an alternative design) is realized.

The following situation in the operating count needs to be considered when the
multiprocessor platforms on which it is realized parallel asynchronous processes are
used. In this case it is necessary to consider parallel processes as two or more com-
ponents. Symbols "&&>" will be a sign of the organization of parallel processes, and
as a condition of end of overlapping symbols ">&&" or ">//" will serve. These de-
signs have to be connected with a condition, i.e. top of the count.

It should be noted that the organization of parallel processes is possible only ac-
cording to one scenario, and end of a parallel segment assumes two scenarios. In
the first case the scheme "and" when further work will be possible at completion of
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parallel processes is realized. In the second case, the competitive scheme is realized
"or" - process which came to the end earlier has to destroy competing parallel
process with release of its resources.

As the branch condition and performance of cyclic operators to implement with
the selection of the most optimal design, it is at the moment the developer is rec-
ommended to indicate the most appropriate statement of branching, for example,
">if/case"”, which is associated with a vertex of realizing input action. Failing this, the
interpreter will implement the scheme "if. Similar rules apply to the choice of the
operator of the cycle. If there is no clear indication to choose the type of cycle, such
as ">for/while", the interpreter selects the implementation of the design ">while".

VI. RULES OF DESIGNING OF THE COUNT AND PERFORMANCE OF INSCRIPTIONS

For convenience of reading columns it is designed at the left on the right and from
top to down. All elements of the count (tops and edges) have unique marking. As
one top (condition) can leave some edges (actions), the generating top of the count
is duplicated with the indication of a sign of circulation - « ' » in the top identifier.
The similar design arises and in a situation when some edges enter into top of the
count. At transfer of elements for "a new line" identifiers of tops repeat with the in-
dication of operation of transfer« " ».

At design of parallel structures, cycles and branchings on a condition it is offered
to use the component principle of creation of structure with further carrying out de-
composition, i.e. to project model by the principle "from above - down”. It will in-
crease "readability" of model of behavior. If these elements have "indivisible" cha-
racter - simply them to write down that in the corresponding places of the count. As
the general recommendation, at creation of model, it is necessary to consider per-
formance of the principle of layer-by-layer design and "not to overload" each layer
of decomposition of model of behavior.

Concerning inscriptions on a process graph. It is necessary to allocate some types,
these are recommendatory, performance and action conditions. Their general cha-
racteristic will be that they are characterized as a stream of symbols written down
by some rules. Now we will consider them one after another.

The group of recommendatory inscriptions treats only "entrance" tops of the
count (conditions). Their characteristic feature is existence of a pair symbol «"», as
restrictions of a stream of symbols. These are "entrance" recommendatory designs:
">//", ">cose", ">for", ">while". If they are absent as recommendatory, the interpre-
ter is obliged to realize situationally standard designs of if and while.

There is one more design which belongs to "entrance" - start of parallel processes
"&&>". This design is the managing director and assumes existence of several paral-
lel processes. In other situations use of this design is forbidden. In model of behavior
designs ">&&" and ">11" which define the mechanism of completion of parallel
processes. By record rules these designs are associated with top of the count for
which the scenario transition is realized.
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Now consider an item such as the execution condition. This stream of characters
written on the edge of the graph, and involves the ability to record any kind of logi-
cal expression, including the composite. The result of the logical expression is ob-
taining certification - the "true" or "false". This design is most applicable in the im-
plementation cycle of the while statement and the statement of branching if.

However, in a situation where design case used to compare the value of the vari-
able pattern and the comparison result decision of the possibility of performing an
action associated with the edge of the graph . Since in this case must be provided in
"template”, then the value of the variable with which comparison is made, must be
determined by the operator in case, therefore, a complete record of the design sug-
gested should be represented as ">case" $ <variable name> . Between constructs
">case" and $ cvariable name> use spaces that are ignored when parsing the string.
When writing templates themselves must use the construct " $ cvariable name>,
with the last template in the operator always has to be a template $*. His perfor-
mance is the lack of coincidence of all the previous template with the value stored in
the variable associated with the job conditions of the design case.

Considering the design conditions for the situation ">for", it should be noted that
in this case given a range of values of the variable changes and which tend to cycli-
cally change its value . Therefore, the condition that is written on the edge of the
graph should be shaped sequence of groups of characters separated by spaces or
other special characters. An example of the formation of such a stream of characters:

$ cvariable names = cthe minimum value of the variable (constant)> $ cvariable
names = $ cvariable names ctype of operations {$ cvariable names or cconstants}
cmaximum value of the variable (constant)s

All elements of the text structures must be separated by spaces or special charac-
ters. Attention should be paid to such a structure as a text element ctype of opera-
tions. In this case, should be considered only arithmetic operations. For the $ cvari-
able names = $ cvariable names ctype of operations {$ cvariable names or ccon-
stants} can be used and unary operations with the construction of a suitable design.

Now consider the character stream that carries the information about the action.
It is assumed that the number of elements to the edges of which are characterized
as "action" is not limited. Therefore, the separator of elements should act or a sign
of the completion of the flow (push it «button» Enter) or a special character,” ;"
that separates the operation effect. For the structure itself "action" there is only one
rule - the use of space characters, spaces or special characters for the separation of
the structure.

It should be noted, and feature the use of variable names, as in the elements of
"condition" and in the elements of the "action". A common feature of the variable
name is the symbol "$" is in the first position of the sequence of characters.
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The general rules should include the fact that the elements of the text constructs

do not use special characters if their application not stated in special agreements for
the interpreter.

VIl.  CONCLUSIONS

Design of model of behavior of a control system is a first step to achievement of a
goal. And if when performing this work it is possible to reach reduction of quantity
of mistakes of "a human factor" and it can happen only at introduction in process of
design of formal language to high extent of visualization, as shows the solution pro-
posed in article.

As the created model has all signs of a scripting programming language that ob-
viously that with use of such representation of model of behavior it is possible to
check correctness of implementation of key decisions in a control system.

When obtaining such conclusion, it is possible to start the following phase of im-
plementation of the project - generation of a code of the operating program accord-
ing to the formal description of model of behavior of a control system.

It is supposed that the solution proposed in article will allow to introduce new ap-
proaches to design of the software of control systems, and it will allow to reduce
significantly as terms of performance of work, and will increase reliability of a
created product.
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REVIEW OF GROUP CONTROL ALGORITHMS
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Problem of distributing task between some systems and coordination interaction this
systems is actual problem. In this article will review main methods of task distribution be-
tween different system elements and adjustment interaction these elements,
algorithm; behavior; swarm; multiagent system

I. MAIN TERMS

Agent - it is object that solves narrow range of specific tasks. In this role can be:
processor, microcontroller, computer, robot and other. Typically, single agent performs
a specific simple operation. For example, defining readings of sensor and sending these
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data in machining center (usually, other agent); monitoring perimeter, limited by
means of technical vision; transportation object on a given route; other tasks.

Multiagent system - it is system, that consists from several interact agents. This
system can solve difficult tasks, by distributing these tasks between agents. Exam-
ples these tasks are: machining information, which receive from several remote sen-
sors, and decision-making based on this information; monitoring area beyond the
capabilities of means of technical vision of single agent, and coordination agents,
which perform monitoring different parts of this area; other tasks. Main difficulty in
designing of the multiagent system is development and realization effective algo-
rithms of interaction of agents, which lead to effective solution of the whole task. In
this article will review several approaches to designing of such algorithms.

Static multiagent system - it is multiagent system, whose architecture and confi-
guration does not change during system work. Such system is designed once in case
of implementation. Subsequently, changes of systems are minimal and, typically, not
effect the system architecture.

Behavior of static multiagent system is deterministic and defines by precise rules.
In case, when system make management decision, use heuristic algorithms and/or
neural networks. However, one must understand, that these algorithms uses for
controlling of small number (in most cases, one) of agents from whole system. Be-
havior of other agents is strictly deterministically.

Such systems well suited to manage system, working in static environment. For
example, monitoring system the technically complex object (manufacturing, nuclear
power plant, other).

Static multiagent systems poorly suited for cases, when system working in little-
known and unpredictable environment. Of course, such systems uses for research
unknown area (for example, American system MSSMP or Israeli system Avantguard).
But, such system capabilities in these cases are severely limited, versus capabilities
of dynamic multiagent systems.

Dynamic multiagent system - it is multiagent system, whose architecture and
configuration continuously changes during system work. In such systems, connec-
tions between particular agents has temporary nature. Behavior of such system has
random nature and defines with help behavior algorithms.

These systems well suited for work in unknown, unpredictable and ever-changing
environment. However, It are ineffective during work in static conditions, when
changes of environment are minimal.

"Collective" - it is multiagent system, in which every agent "know" about other
agents in same system.

Main advantage of “collective" is deterministic behavior. Typically, all connections
between agents in "collective" defined and debugged on design and implementation
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stage. Agents in "collective" guided by simple and strict rules. Their behavior is strict
documented and predictable.

Main disadvantage of "collective" is difficulty of maintaining base of "friends" in
actual condition in memory of every agent. In ever-changing environment it is diffi-
cult. Similarly, there is problem of adding new agent in "collective". "Newcomer"
must become acquainted with all other "members of collective".

Therefore, "collective” model used in designing of static multiagent systems.

"Swarm" - it is multiagent system, in which every agent "familiar" only with small
count of other agents of same "swarm". For example, if "swarm" consists from N
agents, then every agent in this "swarm" does not "familiar" with N-I agents (like in
"collective™), but it "familiar” with M agents; at that M < N-I.

Agents, with which concrete agent A is "familiar”, will call "friends" of agent A.
Necessary understand, that during work of "swarm", amount and composition of
"friends" for every agent in "swarm" ever-changing.

Idea of organization agents in "swarm" taken from wildlife. Therefore, many be-
havior algorithms developed by monitoring the swarms, flocks, colonies, shoals. Ex-
amples of such algorithms are SWARM (also known as "birds"), formic algorithm,
bees algorithm and other.

Main advantage of "swarm" is it's dynamism. Behavior of agents in "swarm" has
random character. Therefore, behavior of whole "swarm" also is random and un-
predictable. It allow use "swarm" for solve tasks, initial data in which is contradicto-
ry and insufficient for solve task with help deterministic algorithms (for example,
with help "collective™). Example of such task is task of research unknown area.

Other advantages of "swarm" are its resistance to failure of one or some agents
(other agents does not "notice" the disappearance of "friends", because does not
keep a list of agents in "swarm", so it occurs in "collective™) and scalability (ability to
easily add new agents in "swarm").

Inapplicability of "swarm" for solve a number of problems, for which already de-
veloped deterministic algorithms, is consequence of random behavior of "swarm".
Examples of tasks solved with help "swarm™ are: patrolling the area, research un-
known area, search in little-known area, other tasks. Examples of tasks, in solving
which "swarm" is inapplicability, are: accumulating and machining information,
which receive from several remote sensors; manage complex system consisting
from several interact subsystems (for example, manage the robot, machine); moni-
toring and control of production processes; other tasks. System, developed on base
of "collective" model, more effective solves such tasks.

Therefore "swarm" model applicability only for organization dynamic multiagent
systems.
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II. "COLLECTIVE" MODELS

Logic of agent behavior in "collective" determined by list of challenges facing the
"collective™ and architecture of "collective”. The most widely used architectures are
centralized and hierarchical architectures. It show on picture below.

Simple static multiagent systems developed on base of centralized architecture.
For complex systems use hierarchical architecture.

Main feature of these architectures is availability of main agent, which responsi-
ble for management all other agents.

. "SWARM" MODELS

In this part enumerate main "swarm" algorithms. They are rarely used in its pure
form. In most cases use different combinations of these algorithms.

A. SWARM algorithm

This algorithm was formulated by Craig Reynolds for definition of birds behavior
in flock. Behavior of every bird in this algorithm must comply with three rules.

1 Rule of separation: every bird must try to avoid a collision with other birds.

2. Rule of alignment: every hird must move in the same direction as nearby birds.

3. Rule of solidarity: birds must try move the same distance from each other,
moving to mass center of flock.

Computer modeling of flock behavior, managed by these rules, performed by
Reynolds, showed that it is similar to behavior of hird flock.

Advantages of algorithm.
1. Simple logic of separate agents.
2. Equivalence and interchangeability of agents.

Disadvantages of algorithm.

1 Lack of leader in swarm leads to difficulty of managing move direction of
swarm.

Need to monitor position of mass center of swarm. It is difficult if swarm consist
from many agents.

B. Formic algorithm

Initially, ants move in random direction and, finding food, return to their colony,
paving the pheromone trail. If other ants find such trails, they will go on these trails.
Instead of storing trail, ants strengthen trail, if they find food. Pheromone trail even-
tually evaporates and its attractive force weakens. The more time needed for tra-
versing the path to the target and back, the stronger evaporate pheromone trail. For
short trail, traversing the path will quicker and, whereupon, pheromone density re-
mains high. Thus, when ant find short way from colony to food, other ants will go to
this way and pheromone trails leads all ants to shortest way.
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This algorithm used for searching some resource (food, in case of ants) in un-
known environment. For its adaptation to task of bypass area propose following
changes.

= Ants do not return to colony, but keeps a given distance from colony.

= Ants move in random direction.

These changes help achieve "swarming" ants in place.

Advantages of algorithm.

1. Equivalence and interchangeability of agents.

2.Simple logic of separate agents.

3.Simple scalable.

4. For estimate the distance to colony separate agent must evaluate the distance
to their "friends". It's easier, than tracking position of colony mass center, as in case
of SWARM algorithm.

Disadvantages of algorithm.

« Lack of leader in colony leads to difficulty of managing move direction of swarm.

C. Bees algorithm

Initially, from hive in random direction takes few bees, which search areas having
nectar. After returning in hive, these bees tell other bees about position and amount
of nectar. Thereafter, other bees fly to these areas. More than a predetermined
area expected to find nectar, the more bees flies to the area.

This algorithm, as well as formic algorithm, used for searching some resource
(nectar, in case of bees) in unknown environment.

Advantages of algorithm.

1. Equivalence and interchangeability of agents.

2. There is no need to track position of colony mass center, as in case of SWARM
algorithm.

3. Simple scalable.

Disadvantages of algorithm.

« Lack of leader in colony leads to difficulty of managing move direction of swarm.

D. Movement algorithm shoal offish

This algorithm was proposed by B. Filho and L. Neto in 2008.

Movement fish shoal determined by activity of more purposeful zooids. If they
move somewhere, then their "friends" can move with them. This movement can
cover the entire shoal.

This mechanism is fairly balanced. As rule, zooid just having escaped from shoal,
immediately return to it.

Advantages of algorithm.

1. There is no need to track position of colony mass center, as in case of SWARM
algorithm.

2. Simple scalable.

3. Ability to easily control the direction of movement of entire shoal.
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Disadvantages of algorithm.

« Lack of uniform distribution of agents in the study area.

E. Fireflies algorithm

This algorithm was proposed by X. Sh.Yang in 2007.

All fireflies attract each other. Attractiveness of firefly is proportional to its
brightness. Less attractive fireflies move to more attractive fireflies. Brightness of
firefly for other glowworm decreases with increasing distance between them. If fire-
fly do not see more bright firefly than it, then it move in random direction.

Advantages of algorithm.

1. Equivalence and interchangeability of agents.

2. There is no need to track position of colony mass center, as in case of SWARM
algorithm.

3. Simple scalable.

Disadvantages of algorithm.

1 Lack of leader in colony leads to difficulty of managing move direction of swarm.

PATHFINDING ALGORITHMS EFFICIENCY ESTIMATING IN DISCRETE
LABYRINTH BASED ON SOFTWARE SIMULATION

Krasnov E.S., Bagaev D.V.
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Kovrov State Technological Academy named after V.A. Degtyarev
Kovrov, Russia
krasnoves42@gmail.com, dmitrybag@gmail.com

Abstract - This article continues the research, started in the first article - «Strate-
gy of analyzing most common algorithms for path finding in discrete labyrinth using
software statistic data collector» [1]. It is dedicated to experiment's overview and
summarizing its results. The common structure of the experiment, its stages, collect-
ing data and methods of its processing are described. The main conclusions are
made at the end of this article.

Keywords - algorithms, maze solving, data analyzing, software simulation

I. INTRODUCTION

Statistics was collected via special simulation software, previously described in
the first article. It was improved in ways of usability, results' displaying, but not in
way of changing calculation methods, described in the first article [1]. The detailed
description of the software will be given below.

Il. SOFTWARE DESCRIPTION
The software, used in the experiment, is meant to be run on Microsoft Windows <
platform. It is a sort of «sandbox» for creating two-dimensional discrete labyrinths
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(also maps or mazes; for more detailed description see article [1]) and manipulating
with them. Also, it can perform different pathfinding algorithms on created map
(see [1] for the list of used algorithms), collecting the required stat data. Here the
main features of the software:

= creation of two-dimensional discrete labyrinths (via built-in simple graphics edi-
tor, similar to Microsoft Paintbrush, allowing to draw obstacles) and saving them
to/loading them from file;

= running selected algorithm on the drawn map with displaying the result route,
obtained via this algorithm;

= sequential running of all built-in algorithms with collecting stat data (see [1] for
the list of collecting values) and its saving for further analysis;

= viewing and analysis of stat data and exporting for further processing in the
third party software;

The figure below represents the modified and improved interface of the simula-
tion software, that is displaying the middle-sized map (filled for 42% with obstacles)
and a result route, built with A-Star (A*) algorithm (Fig. 1).

Let's introduce a notion: test (session) - it is single run of all of the built-in path-
finding algorithms on the current map (labyrinth), with measuring all the required
values and saving collected data. The test (session) could be run by pressing the
«Run all algorithms» button.

To obtain a reliable time value of algorithm run, software needs to repeat the run
of every algorithm multiple times (from 1 to 500 times; it is a user-defined value). It
enables to obtain the average value of the time value.

Running of all algorithms was initially programmed to take the special order, for
avoiding influence of processor's cache memory mechanism (it could give a errone-
ous values). Such a thing could happen if the algorithms would be run in the next
order: 1,1,1,1,... 2,2, 2, 2,... 3, 3,3, 3, 3... and so on. To avoid this, the next order
was used: 1-2-3-4..., 1-2-3-4... and so on, where 1-9 are the numbers of the algo-
rithms. But the experiment showed, that it doesn't actually happen, and moreover,
the selected order makes impossible to measure the time of some algorithms (due
to their extremely high speed). For example, the measuring of single run of the clas-
sic wave algorithm always resulted in zero milliseconds. So, the order of algorithms'
running was restored, and the full time of full repeat cycle for every algorithm was
measured. Later it was divided at by the number of repeats.

After finishing the session, the collected data is being saved for further analysis
(single algorithms runs are ignore, see explanation below). The viewing of collected
data and its partial analysis can be done via stat form window, displayed on the fig-
ure below (Fig. 2).
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Figure 1 - Software graphic interface with middle-sized map example.

The main features of the stats module:
« collecting and keeping of the stat data;
« calculation of the normalized and non-normalized characteristic values (see
[1]) and the Fvalue (estimation of the algorithm, also described in [1]), cal-
culated with user-specified weighting coefficients , k,. ku. k,,. K/,
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« selection of the partial data by the following criterions:
0 session's date;
o0 map's filename;
0 width, height and type of the map (by size);
0 map's occupancy;
« data export (selected test or the whole amount) to the HTML-file (for more
comfortable information representation, its further editing/formatting and
transfer into third party software).

The selection of the partial data by described criterions is designed to filter the
whole test, so it's impossible to view results only for A* algorithm, for example.
These constraints are created to avoid the improper characteristic values calculation
(they have sense only as relative values, not as absolute ones). With some test data
being deleted the software will calculate the wrong values, what is unacceptable
and tests can be deleted or filtered as a whole only.

ll.  DESCRIPTION OF EXPERIMENT'S METHODS

The only improvement of the calculations' methods is as follows: the points of the
map, close to map's edge are considered as hazardous during calculating an H value.
For collecting all required data, the special method was invented.

The main map's characteristics are its size and occupancy by obstacles. As you can see
in article [1], there's a following classification of maps made (three occupancy-types):

- poorly-filled (less than 10% of coverage by obstacles);

- medium-filled (more than 10% and less than 40% of coverage by obstacles);

- strong-filled (more than 50% coverage by obstacles),
and four types by size:

- small (about 10x10 blocks);

- medium (from 40x40 up to 60x60 blocks);

- large (about 100x100 blocks);

- huge (about 200x200 blocks or more).

So, its necessary to run at least 12 groups of tests (3 x 4), which enables to make a
conclusion about algorithms’ efficiency in every group. The number of tests (ses-
sions) in each group is about one hundred. Every test is run on the map with a little
modified size, occupancy and a structure.

After all the tests run, the average value of F (see [1]) is calculated (for every
group), which allows to make a number-supported conclusion about each algo-
rithm's efficiency.
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TABLE | - RESULT OF THE PRIMARY SERIOES OF TESTS

Poorly-filled
A* 6,82
Wave 8,16
» .. T,
— Beam 1,53
g D 6,54
@ DFS 4,32
BFS 8,17
R 5,62
L 5,78
A* 6,88
Wave8 8,59
g Beam 2,34
S D 7,35
> DFS 8,12
BFS 8,41
R 6,2
L 6,44
As*:l 6,22
TyAAITT,
Wave8 8,13
o Beam 3,65
%’ D 6,69
DFS 1,23
BFS 8,04
R 5,65
L 5,74
A* 6,51
Wave 8,04
m Do twl @ tiifeE
® Beam 1,03
g D 7,04
T
DFS 0
BfS 8,31
R 5,41
L 5,50

Medium-filled
A* 6,41
Wave 8,01

g 4 -
Beam 0,97
D 6,46
DFS 4,16
BFS 8,02
R 3,71
L 3,72
A* 6,71
.IL.F_:_Wave - 7,71

iI"A -« Y
Beam 0,32
D 5,99
DFS 0,92
BFS 7,7
R 5,69
L 5,81
A* 6,18
Beam 0,11
D 6,58
DFS 0,42
BFS 8,02
R 5,8
L 5,76
A* 6,31
Wave 8,02
Py

Beam 0,05
D 6,58

DFS 0
BFS 8,11
R 5,43
L 5,49

Note: the following designations were made:

e A* - A-Star algorithm;
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Strong-filled
A* 6,05
Wave 7,53
- IhmMm
Beam 0,53
D 6,44
DFS 3,05
BFS 7,57
R 72
L 7,24
A* 6,5
Wave 7,67
L
Beam 0
D 6,05
DFS 0,56
BFS 7,68
R 5,55
L 5,49
A* 6,06
Wave 7,98
Beam 0
D 6,33
DFS 0
BFS 7,97
R 5,78
L 5,81
A* 6,2
Wave 7,98
mm
Beam 0
D 6,48
DFS 0
BFS 8,09
R 5,45
L 5,7



e Wave-Wave algorithm (Lee's);

e Wave8 - Wave algorithm (8 directional);
e Beam - Beam algorithm;

e D- Djikstra's algorithm;

e DFS-Depth First Search;

e BFS- Breadth First Search;

e R- right-hand algorithm;

e L-left-hand algorithm.

TABLE Il - RESULTS OF THE SERIES OF TESTS

Poorly-filled Medium-filled Strong-filled
R 7,26 R 7,81 R 7,31

Small
L 7,84 L 7,83 L 7,26
. R 7,35 R 7,69 R 7,64

Medium

L 7,22 L 7,81 L 7,42
R 7,46 R 7,62 R 7,88

Large
L 7,71 L 7,56 L 7,73
R 7,33 R 7.4 R 7,68

Huge
L 7,44 L 7,32 L 7,59

The Fvalue can be calculated by the following equation:
Mg —r "7, tkLiLn tkM oM Nt kHIH K toaaN, (D)

which is described in details in [1].

The following weighting coefficients were used during experiment:

KT= 3 kk=3 ku= 1k, = 15 ka= 15 ,

which are limiting the F value to range: from 0 to 10 (see [1] for more). Time and
route-length characteristics values T, and Lk are the most important, while the M
value have the lowest weighting coefficient, since it is the least significant.

Also, the additional batch of tests was run to answer a question, asked in [1] -
which algorithm is better - right-hand or the left-hand one? Since both algorithms
can find a route only if the end-point is close to the wall, the test were run with such
a condition, taken into the account (unlike to the main series of tests, in which it
wasn't mentioned for avoiding the improper high F values for these algorithms).

Experiment's results. In this section the main results of the stat data analyzing are
given (without listing all the processed data due to its huge size and unobviousness).
All calculations were made in Micrisoft Excel @.
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The results are given as a table, which has 12 sections (one for every group of
tests), divided into a smaller blocks, that represent average F values for each algo-
rithm. The «best» algorithms are highlighted. Here it goes:

The results are given as a table, which has 12 sections (one for every group of
tests), divided into a smaller blocks, that represent average F values for each algo-
rithm. The «best» algorithms are highlighted. Here it goes (Table I).

IV. CONCLUSIONS

According to experiments results, the following alignment of forces has taken its
place:

1. A* and Djikstra's algorithms have the lowest performance and require more
memory than other algorithms. But route, they provided is often the shortest.

2. Classic Wave algorithm (Lee's) is faster than the 8-directional one (about 30-60%
faster), but considering their great speed it doesn't make any real difference. At the
other hand, the route, provided by the 8-directional Wave algorithm is much
smoother with a low number of turns. Also it is as short as A* and Djikstra’s ones
most of the times.

3. Beam algorithm has extremely high fail rate, so it can be used only for very liitle
situations and studying examples, with the simple maps only. Still it has the the
great performance rate. Using it with real problems is mostly inappropriate.

4. Depth first search can’t reach the end-point in large and huge labyrinths, due to
overflowing of the stack in recursion. It faster even than the both Wave algorithms,
but can be used for large maps.

5. Breadth first search is comparable to the 8-directional Wave algorithm, but
provide a little longer routes. In common it's a little better, than the classic Wave al-
gorithm.

6. The right/left hand algorithms are the fastest (in case of succesing), but they
have about 50% of failing rate. The secondary series of tests cleared that these algo-
rithms are equal in common.

So the 8-directional Wave algorithm seems to be the best one. It is fast enough,
consumes little memory and provides a short and smooth route, which is medium-
safe.

Thus the main questions, asked in [1], have been answered. The results are statis-
tically reliable and there's only one «winner».
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PREDICTION AND COMPARISON FUNCTIONS IN SEMI-AUTOMATIC CONTROL

Veronika Kozhukh
United Institute of Informatics Problems
of the National Academy of Sciences of Belarus
nika.rfe@gmail.com
Mobile robotics is one of the major directions in the field of intelligent robotics
systems. It gives an opportunity to presence in areas human cannot or does not
want to access. Mobility provides a great range of various applications for robots.
Mobile robotics is on the way to be autonomous but still it can't operate in complex
environment without outer controller. Nevertheless, there exists a lot situation
where controller command can be wrong and leads to robot’s failure [1].
The most demanded control for mobile robotic systems is remote control. System
does exactly what says controller; controller chooses a command based on the given
data from system. Common remote control is shown on the figure 1.

Figure 1- Common remote control

Let's consider the situation when controller command doesn't reach mobile robot
or controller can't receive the information about environment. Such cases can arise
by several reasons; e.x. data link is out of reach. So, when robot doesn't have con-
troller command it just take action by command from itself (we consider the one
which has all needed computing skills). It is semi-automatic control model and
represented by having several control commands: controller command and com-
mand generated by robot (figure 2).

Figure 2 - Semi-automatic remote control
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It is obvious when MR takes the action due his own control command only if he
doesn't have any connection with the controller. But in other case we have two
commands mobile robot to do. So somehow, robot has to choose one. The easiest
solution would be when robot command is active only at the time when connection
is lost. But loosing connection is not single condition to consider cases of incorrect
controller commands. We have to deal with other conditions, such as mistaken in-
terpretation of controller commands or controller wrong commands (the ones that
lead robot damage).

On the figure 3 is shown case when controller makes wrong decision (controller
command is in red color and robot command is in orange color). In the narrow cor-
ridor with obstacle straight and exit on the left. Controller doesn’t see the obstacle
and his command "straight” in the best way stop robot and in the worse way it can
lead robot failure. At that time robot calculates the exit from the corridor. To stay
intact it has to ignore controller command and to move left.

Figure 3- Two possible commands

So, to find out what command is better robot has to calculate results of each
command. For this case can be used prediction function () [2].
Prediction function determines robot state in the next time step.

In that way are counted prediction functions for all types of controllers.
- prediction function of controller
- prediction function of robot

But our goal is some action to take. To figure it out is needed to compare the re-
sults of each command.
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A = C(Fp(R,Uc)Fp(R, Ur),CL)

This formula shows what action takes robot. C is comparison function to choose
which of predicted results is better. But this function also has to consider who
makes less errors, whom robot can trust. For that reason we've included a variable
CL, which means a confidence level. It's a dynamic parameter that collects all result
of previous evaluations and aggregates wrong decisions for each type of control.
More actions are taken - more information about controllers is collected.

Moreover, in prediction function can be calculated not only appropriate state at
the next moment of time, but some general goal. For instance, case when robot is to
reach some point and complex of controllers commands leads other direction is set
as wrong and robot has to search way by itself. Another of the ways to use such ap-
proach is controlling a group of robots by one controller. Controller doesn't need to
communicate with every agent in group but sends some general commands.
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WHTENNEKTYANTIbBHAA CUCTEMA YNPABJTIEHA ABTOHOMHbLIM
MOBW/TIbHbIM POBOTOM

[émuH B.B., Kab6biw A.C., Fonosko B.A.
BpecTckuii rocyjapcTBEHHbIN TEXHUYECKUIA YHUBEPCUTET,
vvdemin@bstu.by
PaccmaTpuBaeTCcs cucTema 3PMEKTUBHOrO ynpasneHUs MobusibHbIM pobo-
TOM, B OCHOBE KOTOpOIi eXXaT anropuTMbl 06y4eHUs ¢ NOAKPENSIEHNEM ANS ce-
TV KONECHbIX MOAyNeli. B pamkax npegnaraemoro nogxofa aTa ceThb paccMaTpu-
BaeTCA KaKk MHOroareHTHas cucTema, B KOTOPOW KOoOpAuMHauus MOBeLeHWi
areHTOoB OCyLlecTBASETCA BUPTYanbHbIM Nuaepom. lNpefnoXkeHa Moaupuumupo-
BaHHasA MofeNb 006y4YeHUs C NOAKPENIEHNEM A1 afanTUBHON KOOpANHALMN UHAM-
BuAyanbHbIX cTpaTernidi. MoanduuupoBaHHbiii Q learning anropuT™™ NpoBoANT
06yyeHne areHToB 3IPMEKTUBHOMY YPaB/IEHUNIO KaXKbIM KONECOM, B KOHTEKCTE
rpynrbl, 4YTO NO3BONSET areHTaM NnoAcTpanBaTbea Apyr Nog apyra.
Mo6unbHble po60Thl, 06yYeHNe C NOAKPENIEHNEM, MHOFOAreH THbIe CUCTEMBI,
anropuTMbl UHTENNEKTYalbHOr0 yrpas/eHus.
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I. BBEAEHWE

AdpdexTBHOE ynpaBneHne MO6GWIbHbIM POBGOTOM Ha MPOM3BOACTBE MO3BONSET
MOBbICUTL 0OLLYI0 NPOMN3BOAUTENLHOCTL PO60TA. HEProaheKTMBHOE ynpaBieHune
po60TOM NOBbIWAET BPEMS aBTOHOMHOW paboTbl, yMeHbluaeTcs obLiee aHeprono-
TpebneHue, pa3yMHO pacxofyetcs obuas aHeprus pobota. IPpdekTuBHasA cuctema
ynpasneHus obecneunBaeT NpPoKnagpiBaHMe ONTUMaNbHOW TPAeKTOpMM, YTO MOBbI-
WaeT MaHeBPEHHOCTb MpW NepeBO3Ke rabapuTHbIX rPy30B B OrpaHWYeHHOM npo-
CTPaHCTBe, 4TO B KOMOMHALUW C 3HEPrO3(eKTUBHLIM yrpaBneHNeM AaeT BO3MOX-
HOCTb NEPeBO3KM 6osiee TAXeNbIX rPy30B Ha 60siee A/IMHHbIE PACCTOAHWS.

3apava aHeprocbepexxeHns B 06lem ciyvae [O/MKHa obecneumsatbCs NOACUC-
Temamu ynpasneHus. Hanpumep, npobnema sHepronotpe6seHns MOTOPOB peLuaeT-
cA nNpyu ¥xX NpoekTuposaHumn [1]. Moacuctema ynpaBieHUs He CMOXET BAWSATb Ha
KMNJ, moTopoB, HO Ao/mkHa 06/1agath cTpatermein aheKTMBHOrO ynpasnexHus (ontu-
MasnibHas CKOPOCTb MOTOPA, ONTUMasbHbIA Pa3roH, nnaBHas (yHKLMA TOPMOXKEHNS).

PucyHok 1 - Mpou3BoACTBEHHAs rpy30Bas MoGuIbHas nnaTdopMa

OntumasibHOe MnaHMpOBaHWe TPAeKTOPUX, Kak NMpasuno, peannsyercs Ha ypoBHe
nogcuctemsl nnaHuposaHuna [2]. Takas nogcuctema CTPOUT TPAEKTOPUIO A0 LEen 1
pa3buBaeT ee Ha 4acTu, KOTOpble MOryT ObITb NPeACTaB/eHbl B BUAE KPUBbLIX Ornpe-
[leneHHoro paguyca v NpsAMOMHERHbIX NPOMeXyTKoB. Cuctema ynpasneHns po6o-
TOM MO3BOASAET Nepeasuratbes (M0 BO3SMOXHOCTU 6e3 0CTaHOBOK) MO 3TON TpaekTo-
pum, 3aTpaunBas Kak MOXHO MeHbLUe 3Heprum batapei.

3afava aheKTMBHOIO YNpas/ieHUA NPy NepeBo3Ke TAXKENbIX MPY30B HA COBPEMEH-
HbIX MPOM3BOACTBAaX ABMAETCA aKTyaNbHON ANA aBTOHOMHbIX MOGW/bHBIX TPY30BbIX
nnargopM. OfHa 13 Takux nnatopm (puc. 1) - NPoU3BOACTBEHHBIN PYy30BOW Po6OT,
pa3paboTaHHbIlii B nabopatopun yHuBepcuteta PaBeHcbypr-BaiiHrapteHa [4]. OcHoB.-
Hble XapakTepucT1kn nnaropMbl: pasmep 1200 cm Ha 800 cm, MakcumarbHaa rpyso-
nogseMHoctb 500 Kr npyu Komniekrauum 4-Ma Mogynamu, EMKOCTb akKyMynsaTopoB
52Ah, MUHUManbHasA cKopocTb 1 M/c, He3aBMCUMOe YNpaBieHne KaxabiM MOAYEM.
MpepacrasneHHas Ha puc. 1 nnatopma MCnosnb3yeT YeTbipe MOAYNA, HO TakK XXe BO3-
MOXHO cobpaTb nNaThopmy 1 c 60/1bWMM KONMYECTBOM MOLY/E.
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PrcyHoK 2 - /IHHOBaLMOHHbI MOAy/b

Mnatdopma noctpoeHa Ha 6ase VMHHOBALMOHHLIX Mogyneit [4]. Takoid momynb
(pnc. 2) cocTouUT M3 ABYX KOMec, NPUBOAUMbIX B ABUKEHWE ABYMSA HE3aBUCUMbIMM
MoTOopamu, 1 nMeeT anddepeHunansHylo cxeMy ynpasnenus. K nnargpopme Takue
MOAYNN MOACOEAMHEHbI NMOALWMMHUKOM, YTO NO3BOJISET MM NOBOPAYMBATLCA OTHO-
CUTENbHO NNaThopmMbl Ha 060N yron.

B cratbe paccmarpuBaetcs npo6nema 3PpeKTUBHOIO ynpaBneHWs MHOrOKosec-
HbIM POBOTOM Ha MpYMepe NPOWM3BOACTBEHHON IPY30BOV MOBUNBLHOW NAATHOPMBI.
KntoyeBbIM BKM3A0M 3TOW CTaTbW ABNAETCS MPEeAfoXeHHas Mofesb KoopAnHauuu
KOMECHbIX MOZyNeil Ha OCHOBE BMPTYanbHOTO ingepa u 0byyeHns ¢ NogKpenneHu-
em. MNpeactaBneHHas Mogenb pellaet NpobaeMy KpyroBoro ABVXXEHMA nnathopMbl
OTHOCUTENIbHO LieHTpa pas3BopoTa, AaXe ecin OH AUHAMUYECKU MeHseT CBoe Nono-
XeHue. Moaxon TpebyeT NUb MHHOPMALMUN O MOSIOXKEHUN areHTOB OTHOCUTESIbHO
LeHTpa nnatopmbl. Mo cpaBHEHMIO C aHANOrMYHLIMU MOAXOAaMW KPYroBoro ABU-
XeHusa [3], NpeAnoXeHHbIli anropuTM MO3BOASET MOBbICUTL 3((PEKTUBHOCTb MO-
TpebneHns sHepruy poboTOM.

IIl. YIPABJIEHWE MOAYNEM

TpaAuUMOHHbIA NOAXOA ANs ynpaBneHus nAaThopMoii - pacyeT KMHEMATUKU U
MOZEe/MpOBaHUE UHBEPCHON KuHematuku [4]. B Takom cnydae, ecnm 6yayTt po6as-
NeHbl WM AEMOHTUPOBaHbI MOAYN MAATHOPMbI, 3TO NOTPe6YET NMOBTOPHbLIX pacye-
TOB U MOBTOPHOW KOH(Mrypauum nofcucteMbl yrnpasneHus. CyLlecTBytoLWmMiA pacyueT
KUHEMATUKM MOXET GOblTb NMPUMEHEH TOMbKO [/ CUMMETPUYHOTO ABVKEHUS MO
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Kpyry, Npu ABVXEHWW MO KOTOPOMY LIEHTP pa3BoOpOTa HaxOoAMTCA Ha LeHTpasibHOM
ocn SG (npumep npepplaylwiero pacyeta Ha puc. 3). K npumepy, HEBO3MOXHO UC-
noMb30BaTb aBTOMOGUbHYIO CXEMY YPaBAeHNUs uan nobyo Apyryio.

PucyHok 3 - KuHemaTuueckas Mofenb NnaT(opMbl ¢ Ye ThipbMs MOAYISMN
[N CUMMET PUYHOTO KPYrOBOTO AABUYXKEHNS

KnHematnueckas cxema ynpaBfeHUs MOZy/neM onucbiBaetcs AudhepeHumans-
HbIM ypaBHEHWEM ABUXeHUs [5]:

b

©)

3aechb [x Yy, 7] e R2x [-n, n) onpegensioT nNosioxeHue poboTa, vr U v, - CKOPOCTU
MpaBoro W /IeBOr0 KOMiec COOTBETCTBEHHO, f1- paauyc koneca, L - paccTosiHue mMex-
[y neBbIM 1 NpasbIM Konecom [5]. MapaMeTpbl v - IMHENHAA CKOpPOCTb, U W - yrnio-
Bas CKOPOCTb MCMONbL3YKTCSA A1 YyNpaBieHns MOLynem:

@

©)

ll. OBYYEHWME KONECHOIro MoAaynsd

MpoBefemM AeKOMMO3ULMI0 POGOTU3MPOBaHHOM MAaTHOPMbl Ha He3aBUCUMbIE
KONECHble MOAYNU-areHTbl. Kaxaplii Mofy/b SIBASIETCA CaMOCTOATE/IbHON aBTOHOM-
HOI efuHWUENR, ¢ MHAMBMAYANbHBIM MOBEAEHWEM. ATEHTbI pacrnosiaralTcs B ABY-
MEpHOIA cpefie ¢ NPUBSA3KOIA K Masiky, Kak NMOKasaHO Ha pucyHke 4. MecTononoxe-
HUE Masika omnpefensieTcs KoopauHatamu (xb, y6). Masik - Touka B MpOCTPAHCTBE,
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0603HavatoLan LEHTP pa3BopoTa poboTta. Pagunyc pa3BopoTa p - 310 paccTosiHMe OT
LleHTpa mMogyns Ao Maska. Owwmbka yrna noBopoTa BbluucaseTcs no gopmyne 6
((pcent'f Il (probot 3BECTHBI U3 Cpegpl).

PucyHok 4 - CocTOsAHME areHTa Nno OTHOLLEHWIO K MaskKy

Mpn 06beANHEHUN MOAYNER B LENOCTHYH rpynny, areHTaM Heo6Xo4MMOo Koop-
AVHMPOBaTb CBOM AeiCTBUS 41 NOAAEPXKaHWS LieNocTHoCT opMaunn. OgHUM 13
Cnoco6oB ynpasneHuns QopMauueil areHToB SBASETCA CO3[aHue BUPTYasibHOM
CTPYKTYpbl [6]. OCHOBHas mMaes faHHOrO MoAxofa COCTOMT B ONPEAENEeHUN BUPTY-
1bHOTO nAepa, 3a4atoLero BUpTyabHble KOOpAMHaThl. Takum 06pa3om, cocTos-
HUe KaXJOoro areHta 6yaet onpegensTbes OTHOCUTENIbHO BUPTYaslbHOTO ingepa um
BUPTYa/IbHOTO LieHTpa KoopAMHaT.

Ha pucyHke 5 (x,, y,) 1 (x,0d, y°p) npeacTaBnaoT KOOpPANHATbI peasibHOro u uene-
BOTO MOMIOXEHWs i-r0 MOAY/s COOTBETCTBEHHO, d " NpeAcTaBnseT BEKTOP OTK/IOHe-

HWs 4Nns /-ro Mmogayns oT NpaBUILHOTO NONOXEHMs B naatdopme (7).
d" =d'-d"0 )

roe rf/-BekTop paccTosHUA A0 BUPTYanbHOTO LIEHTPA OT TEKYLLEero nosoXeHus mMo-
ayns, n d"'4- BEKTOp 3Ta/IOHHOr0 PaccTOAHMS MEXAy BUPTYasbHbIM LEHTPOM U1 /-Mm
areHToOM, KOTOpoe NoayyYyeHo U3 TONOAorny NnaThopMbl.

PucyHok 5 - CocTosiHMe nnaTdopmbl 4ns i oro Mogyns
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IV. WHTENNEKTYANIbHAA CUCTEMA YMPAB/IEHUA MOZY/EN

NHTennektyanbHasa cuctema ynpaeneHus [7] mocTpoeHa Ha OCHOBe 06yyeHus ¢
NnoAKpenneHMeM ¥ pelaeT ABe 334adyn: MNO3VMLMOHUPYET MOAYAN OTHOCUTENbHO
TOuYKM BpauleHus (6) 1 KOOPAWHMPYET cornacoBaHHoe ABMXeHne mogynei (7). O6y-
ueHune ¢ NOAKPenaeHneM SBNAETCS MEeTOAOM 06Yy4YeHUs aBTOHOMHbIX areHToB A/1s
HaxoXAeHWs1 ONTUMabHbIX CTpaTernii NoBegeHUs B HEM3BECTHON cpede [8]. MeTtopg
OCHOBAH Ha MCCMefoBaHWW areHTOM MPOCTPAHCTBA COCTOSHWUIA UM HaxXOXAEeHWUU Tex
nap COCTOSIHMe-AeincTBME, KOTOPble 06ecrneynmBaldT CyMMapHbIA OXUAAEMbIA Mak-
CUMYM Harpagpl.

O6yueHMe areHTa NO3MLMOHNPOBAHMIO 03HAYAET NONOXMTENBHOE NOAKPENeHne
Tex OeWCTBUA, KOTOpble MUHUMW3MPYIOT yron ownbku. B pesynbrate obyyeHus u
0606LeHNs NONYYEHHOI CTpaTerMun, areHT CnocobeH NoAAePXMBaTh 3HaYeHMe yrna
nosopoTa npu 60NbLWNX OTK/IOHEHUAX, NO3ULNOHNPOBATLCA OTHOCUTE/IbHO N0ObIX
YrN10B NOBOPOTA, J&Xe €CAN OHW W3MEHSIOTCH BO BPeMs ABWXKeHus. OByuyeHHble
areHTbl CNOCOOHbI fepXaTtb CTPOl (hopmaumn, MUHUMANBLHO MeLas apyr Apyry npu
OBWKEHUN peanbHOro pobota M Tem cambiM YBeNMuMBass 3HEProapdPekTMBHOCTb
ynpasneHus.

[na obyyeHns cKOOpPAMHUPOBAHHOMY MOBELEHMWIO areHTOB UCNO/b3yeTcs pacLum-
peHne cTaHfapTHOW MOZENN MHOroareHTHoOro 0by4yeHus ¢ NoAKpenseHneM, OCHO-
BaHHOE Ha MCNoMb30BaHUM BupTyanbHoro nugepa [9]—11]. Wpesa nogxoga B TOM,
4TO BUPTYa/bHbIl naep OUEHMBAET BUSAHME MOBEAEHWA KaXKAOro areHta Ha 06-
LYK LEeNoCTHoCTb nnatopMbl. KOHCTPYKTVMBHbIE BMSIHAE pacCcMaTpuBatoTCa Kak
NoMOXWTENbHbIE NOAKPENIeHNs, a AeCTPYKTUBHbBIE - KaK HeraTuBHbIE.

Mogenb MHOroareHTHOro 06yyeHus ¢ NOAKPENAEHWEM C WUCMOMb30BaHUEM BUp-
TyanbHOro nngepa, pellarllas 3a4advy KoonepaTvBHOrO ABMXEHWS, n3obpaxeHa Ha
pucyHke 6.

PrcyHOK 6 - ApxMTeKTypa NoAKpennaoLLero obyyeHms
AN MyNbTUareH THON CUCTEMbI
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Mopgynb /, Haxo4scb B COCTOSAHWM S', BbIOMpaeT AelicTBME a', NCMOMb3YA TEKYLLYIO
cTpaTervio Bbibopa AENCTBWiA, M NepexoauT B cnegylowee coctosHue s'*1 Mnat-
thopma nosyyaeT AaHHble 06 M3MEHEHUAX NOC/Ee BbINO/HEHWUSA AEACTBUS, BblYNCNSET
N npucBamBaeT Harpagy r'*1 mogyn Kak 06paTHYH CBSi3b YCMELWHOCTW AaHHOro
nencreus.

Cxoxuii ¢ Q-learning anropmTm (8) ncnonb3yetcs 41 06HOBAEHUS CTpaTerMm Mo-
ayns. TnaBHOe OT/MYMe 3aK/KUaeTcs B TOM, YTO B (8) Harpafa HasHayaeTcs BUPTY-
albHbIM IMAEPOM, a He OKpYXKaroLeli cpeaoii:

AQJs'.a')=a\r" +y max (s'.n"] (8)

V. PE3YNIbTATbl MOAENNPOBAHNA

MepBblii 3Tan MOAENMPOBaHUA 3aK/HOYaeTCs B NO3ULMOHWPOBAHUN MOAyNen oT-
HOCWUTENbHO Maska. B pe3ynbTate areHTbl 3aHMMAKT NPaBU/IbHOE MONOXEHUE A/1S
OBWKeHNa no Kpyry. OByyeHne MpouCXoauT OAMH pa3 ANd OA4HOr0 areHTa nepes
KoonepaTuBHbIM 3TanoM moAenuposaHusa [7]. MonyyeHHble npaBuia COXpaHsaTes
N KOMMPYTCA AN ApYrux areHtos. Tononorus Q-yHkumu, KoTopas obydyanacb B
TeyeHue 720 3nox, nokasaHa Ha pwc. 7.

PucyHok 7 - Tononorus Q-thyHKUMM nocne 06y4YeHns 04HOro Moy s

Ha puc. 8a nokasaHO HavasibHOe MOSIOXKEHWE MaatPopMmbl, Ha puc. 86 MnokasaH
pe3ynbTaT aBTOMaTM4YeCKOro MO3MLUOHMPOBAHUSI areHTOB, WCMOMb3Yys 0BYYEHHYH
cTparteruio.

Ha puc. 9 nokasaH pe3ynbTar 3KCNeprMeHTa COBMECTHOTO ABMXXEHUS NnaThopMbl
nocne obyyeHus. Takoe obyyeHune B cpegHem 3aHuMmaeT 11000 anox. BHewHune na-
pameTpbl MOZenvpoBaHus: war obyyeHnsa o =0,4, KoahhUUNeHT obecLeHnBaHUs
y =0,7, onTumanbHasa ckopocTb way = 0,8 pag/c, yron TopmoxeHus qetop= 0,16 pag,
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[na mopenupoBaHua LWq MCNONb3YeTCH Kak KOHCTAHTHOE 3HayeHue CKOpOCTH,
uTo6bI NOKasaTb MPUMEHUMOCTb TaKoro nogxofa. Ans peansHOro pobota AOMKHbI
Npon3BOAMTCA PacyéTbl Takol (YHKLMW UCNONb3yA AOKYMEHTaUMIo Ha MOTopbl [12]
1 apyrve napameTpbl (nepegaTtoyHoe YMcio, pasmep, 3arpyXXeHHOCTb). ipstp B AaH-
HOM Cnyyae nogdupaeTcs BPY4YHyt. B ganbHeiwux uccnefoBaHWUAX MiaHupyetcs
pa3paboTtaTb aropuTM aBTOMAaTUYeCKOoro nogoopa yrna ToOpMOXeHUs.

a) 6)

PrcyHoK 8 - Pe3ynbTaTbl MOAENNPOBAHNSA 0BYYEHHbIX
areHTOB NNaT(OPMbI 3ajaye NoBOPoTa

PucyHok 9 - Pe3ynbTaThbl MOAEMPOBAHUS 06YUYEHHbIX
areHTOoB NaT(OoPMbl 3aa4€ COBMECTHOIO ABUXKEHUS

VI. BbIBOAbI

JKcnepuMeHTasibHas 4yacTb 4EMOHCTPUPYET YCNELWHOE NPUMEHEHNE MHOrOareHT-
HOro0 Mofxoda Ha OCHOBe BMPTYa/lbHOTO finfepa C MCMNOAb30BaHMEM 06Y4YeHUs ¢
nogKpenneHnem Ana 3agaqn 3eKTMBHOIO yrnpaBAeHUsi MHOTOKOMECHON po6oTu-
3MpoBaHHOM nnatopMoit. [pegnaraemblil  NOAX0A4 BKAYAET MHOXECTBO Q-
learning areHTOB, KOTOpble ONPeAeNsT ONTUMasbHOe ynpaBaeHne MOAyNsMK OT-
HOCUTENBHO BUPTYanbHOrO nnaepa. JocToMHCTBa pa3paboTaHHOro nogxoda:

* [lekomno3nyms 0603HaYaeT, YT0 BMECTO MOCTPOEHUs rnobanbHOl Q-thyHKUMK
Mbl CTDOMM MHOXECTBO NIOKa/IbHbIX;
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e AganTuMBHOCTb - Matopma ajanTupyeT cBOe MOBELEHWE AN AWHAMUYECKM
N3MEHSEMOro Masika 1 nepeHacTpamBaeT CBO TPAEKTOPUIO;

* MaclTabnpyemocTb 1 0606w arLas cnocobHOCTb - 0ANH MeToq, 00yYeHns uc-
NoMb3yeTcsl AN MHOXECTBA areHToB, A4/ 60 No3vuumn Maska 1 ana n6oi no-
3UUMKM areHTa Ha nnatgopme.
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BO3MOXHOCTWN U OTPAHNYEHWA MOJIb3OBATE/ILCKOIo
NASEPHOTIO 3D - CKAHEPA

®paHkesny W., Cutka B.
HayuHbIii pykoBoAMTENb - K.T.H., Aou. kad. NMTM BenbraH P.
HaunoHanbHbIli yHMBEpPCUTET «JIbBUBCbKA NOAUTIXHUKA,
WKTA, kapegpa NTM

CoBpeMeHHOE MPOMbILLIEHHOE MPOU3BOACTBO XapakKTepU3yeTcs akTMBHbLIM WC-
NONb30BaHNEM KOMMbIOTEPHbIX TEXHOMOMMIA. B 4acTHOCTM, Ha CTaAnu NPOeKTMpoBa-
HUA UCMOJb3YIOTCA NPOrpaMMbl 415 TBEPAOTENLHOTO MOAE/IMPOBaHUA, a Ha CTaguu
npousBogcTea - 30-ckaHepbl. KomnbioTepHas 06paboTka AaHHbIX, MOSyYEeHHbIX OT
CKaHepa, fefnaeT BO3MOXHbIM OnpejesieHne reoMeTpuyecknx napameTpos u gop-
Mbl leTaNn, YTo B CBOIO OYepesb faeT BO3MOXHOCTbL peann3oBarb ee KOHTPOb.

BO/ILIIMHCTBO M3BECTHBIX CPELCTB KOHTPONA 6a3MPYIOTCA Ha KOHTaKTHbIX METOAAX.
Ho OHM He Bcerga COOTBETCTBYIOT COBPEMEHHBIM TPE6OBaHUAM, TOYHOCTM U BbICT-
poaeiicTems n3aMepeHuin [1]. Ans 6bicTPOro 1 6eCKOHTAKTHOTO MONYYeHWs Tpexmep-
HbIX KOOPAWMHAT NOBEPXHOCTW WUCMOJb3YloTcA nasepHble 3D - ckaHepbl. O6bIYHO Ta-
Kas cucTeMa COCTOUT M3 MCTOYHMKA N1a3ePHOr0 M3/yvyeHus, LWMGPOBOI Kamepbl W
KOMMbIOTEPA C NPOrpaMMHbIM 06ecneyeHnemM Ana ynpas/ieHs KOMMNOHEHTAMM CUC-
TeMbl, c60pa AaHHbIX OT Kamepbl W BbluMcneHns 3D - KoopauHar. Jla3epHblil ckaHep
"npocmatpmBaeT” NOBEPXHOCTb 06BEKTA TOUKA 3a TOUYKOW U (POpMMpYeT COOTBETCT-
BYIOLWMA Habop ee KoopAauHatr. Kpome onpefeneHvs reomMmeTpuyeckux pasMepos,
06nacTAMU NPUMEHEHNS TakKUX CKaHepoB ABNAIOTCA KOMMbIOTEPHAsA rpaduka, pobo-
TOTEXHUKA, NPOMbILWIEHHbIA AM3aliH, MEefULMHCKWE WCCNef0BaHWs, apxeonorus,
peBepc- WHXWHUPWHT, MynbTuMeana W Beb-gusaiiH. OgHako AN Takux YCTPOWCTB
XapaKTepHO CI0XXHOE U Aoporoctoswee 060pya0BaHue 1 NnporpaMMHoe obecrneve-
Hue. OnA y4yebHbIX W 1CCNefoBaTeNbCKUX Lieneil B yHMBepcuTeTax CyLecTByeT no-
Tpe6HOCTb B HEJOPOTMX BapuaHTax Takux yCTPOICTB ¢ 06ecneyeHnem BO3MOXHOCTM
M3MeHeHns obopyfoBaHus. oyt 6Ge3anbTepHaTUBHLIM B 3TOM K/acce ABASeTCS
DAVID - laserscanner [2]. Tntocbl 3TOr0 CKaHepa: HU3Kas LeHa, NpocTota U (yHK-
UnoHasnbHoOCTL. B ckaHepe DAVID npegycmoTpeHa BO3MOXHOCTb W3MEHEHUSA Ha-
npaBneHns OCBELLEHNS, YTO MO3BOAAET n3bexarb Npobiembl nasepHoi TeHu. Mpo-
rpaMmHoe obecrneyeHne nmeeT rMBKWIA 1 NPocTol MHTepdeiic, ynpasnseT 3D - cka-
HMpOBaHMeM M NPeobpa3oBbIBAET MOJyYEHHbIE HAG0PbI AaHHbLIX B MoAenu. Ero no-
NOXWTENIbHBLIM acnekToM ABMSAETCA BO3MOXHOCTb MOMY4YUTL AiaHHbIe B hopmarax STL,
OBJ 1 PLY, KOoTOpble MOXHO MMMOPTUPOBATL B 60/bLMHCTBO 3D - pefakTopos. 310
[aeT LWNpOoKNe BO3MOXHOCTM AN mocnegytolein 06paboTkmn AaHHbIX. Kpome Toro,
3TOT NPOrpamMMHbIA NPOAYKT ABAAETCA annapaTHO - He3aBUCUMbIM, YTO MO3BONSET
rMOKO MeHATL annaparHoe obecrneyeHne B 3aBUCUMOCTU OT 3afa4u CKaHUPOBAHWS.

Llenbto 1ol paboTbl 6bIN10 03HAKOMUTLCA C OCOGEHHOCTAMU MCMO/b30BaHNSA 3TON
CUCTeMbI, WCCNeaoBaTb ee BO3MOXHOCTM M OrpaHuyeHus, paspabotatb Cnocobbl
YNyYlEHNA pe3y/bTaToB CKAaHMPOBAHUA U pelleHns AN aBTomMaTm3almmn ckaHepa.
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B pesynbTare BbIMOMHEHHbLIX 3KCMEPUMEHTOB BblAeNeHbl crelyiolne npodaeMbl
CKaHVMpOoBaHWMS:

1) 3aBUCMMOCTb OT YCNOBUIA OKPYXKAIOLLETO OCBELLEHNS;

2) Npo6NeMHOCTb CKaHMPOBAHMSI 06BHEKTOB C 3KCTPEMA/bHBIMU PERIEKTUBHBIMBI
CBOWCTBAMMU;

3) 3aBNCMMOCTb OT TOYHOCTM (DOKYCUMPOBKU N1A3€PHOTO Nyuya;

4) Bo3aeicTBMe MexaHU4YeCcKux Bubpauuii;

5) TPYLOEMKOCTb OnepaLymn cCKaHUPOBaHWUS.

[ns ycTpaHeHWs ykasaHHbIX Npo6aeM NpesycMoTpEeHbI Takme Mepbl:

1) paspaboTaHbl peKOMeHAaLun No BbIGOPY NapaMeTpoB 3KCMO3ULMK, XOTS HIU-
nyywme pesynbratbl (60MblWas NAOTHOCTb TOYEK M HEBOMbLLOE KOMMYECTBO BbIOPO-
COB) MOJTyYEHbI MPU UCMOMb30BAHWK LLIMPMbI OKPYXXAIOLLErO OCBELLEHNS;

2) Ha faHHOM 3Tane y4YlWwuM peLieHneM BbIFISAUT NOKPbITUE AeTanu CoemM Me-
JI0BOW MbINK;

3) paspabotaH He6OMbLIOW NPOrpaMMHbIA MOAYNb, KOTOPbIA KOHTPONMPYeT Tou-
HOCTb (DOKYCUPOBKMY;

4) npeycMOTPEeHbl Mepbl N30ALMN OT MeXaHU4YeCKNX BUOpaLWiA;

5) paspaboTaHa KOHCTPYKUMS MOBOPOTHOTO MexaHu3ma [ns Na3epHoli yKasku.
KOHCTpyKUUS npegycMaTpyBaeT MCNOMb30BaHWE LWAroBoro Agurarens. 310 No3Bo-
JINT NNABHO CKaHMPOBATb OGBLEKT.

Pe3ynbTatom npojgenaHHoi paboTbl, KpoMe nosyyeHHbIx 30-Moaeneit, aBnsoTcs
paspaboTaHHble pekoMeHzaunu ana 3heKTMBHOMO NCNONb30BaHUSA CKaHepa.
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NCMOb3OBAHUE MYEANHOIO N MYPABBUHOTO AJITOPUTMOB
ON1A OPTAHU3ALWW PABOTBI ABTOMATWYECKOIO CKNALA

XynkaBcbkuid B.
HY «/lbBMBCbKa NONUTIXHUKa», NIbBUB, YKpanHa, UKTA, Kadeapa MTM
Hayu. pyK. K.T.H., acucT. Kag. Panatbiio T.

CerofHa Bce 6osbluee pacnpocTpaHeHWe MoMy4yarT aBTOMAaTUYEeCcKWe CKnadbl
NPOAOBONLCTBUA, feTanei MawuH 1 T.4. OHM UMeloT psag NpevMyLLecTB nepes Tpa-
OVLUMOHHBIMU, & MMEHHO: 60nbLLAas CKOPOCTb AOCTyNa K NPoAyKuum, aelesne B 06-
CY>XMBaHUW (M3-3a Masioro Ko/Jmuyectsa MepcoHana), BO3MOXHOCTb NMPU MeHbLUEM
o6beMe CKMafCcKoro nomeLleHus pasmecTutb 60nblie nNpoaykuuu. Mostomy BCTaeT
BOMPOC OpraHu3aLum Takux cKnajos.
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Mpo6nema B TOM, YTO U3-3a UX 6O/bLUNX 06BEMOB HEIPHEKTMBHO MPOCTO 3anos-
HATb CBOOOAHbIE AYENKM, HY)KHO YuuTbiBaTb yA06CTBO fOCTYNa K HAM (MEHbLUWIA
nyTb NEpeMeLLleHns pob0OTOB K BbIXOAY) W TO, YTO NPOAYKLUMA MOXET 6biTb BOCTpe-
6oBaHa B OMpejefieHHOW MnocnefoBaTeNbHOCTM (Hanpumep, CHayana kapkac ycT-
poiicTBa, 3aTeM 3MEKTPOHWKA, 3aTeM ABuratenu uT.4.). Mostomy cucteMa A0/mKHa
pewatb He MeHee [ABYX 3afay: HaxofuTb rpynnbl CBOOOAHBLIX SYEEK W HaxohuTb
Kpatyailumin nyTb AocTaBkn. C TakKMMu 3afa4yamyi MOXHO CMpaBUTbCS C UCMO/b30Ba-
HUeM MOEONOrMn KOMNEKTUBHOTO MHTennekTa [1]. CucTeMbl KONNEeKTUBHOTO MHTeN-
NeKTa, Kak MpaBuno, COCTOAT U3 MHOXECTBA areHToB (MHOroareHTHas cuctema), Ko-
TOpbIE /TOKa/IbHO B3aMMOAENCTBYIOT MeXAy co60i 1 ¢ oKpyxatoLeid cpegoid. Camm
areHTbl 06bIYHO AOBOMLHO MPOCTbIE, HO BCe BMECTE CO34al0T TaK Has3blBaeMblli KOJl-
NeKTUBHbIA UHTeNNekT [1]. TaknMmn areHTamu y Hac GyAyT TPaHCMOPTHble pPO6OTHI.
[iBe nocTaBneHHble 3afa4u yylle pellarb pasiMyHbIMU anropuTMamu.

CHavana paccMOTpMM 3afdady HaxoXAeHUs HaubOoMbLUMX rPynn CBOOOAHbLIX A4eeK
Ha cknage. Ansa atoii uenn Hambonee NOAXOAUT NuenuHblli anropuTm (Artificial Bee
Colony). 310 anroputM A5 HaXOXAEeHWS rN06anbHbIX SKCTPEMYMOB (MaKCMMyMOB
WM MUHUMYMOB) C/TOXHbIX MHOTOMEPHbIX (hYHKUWA. B nHopmaTtuke v nccnenosa-
HUM onepawuuii NYenVHbIlA anropuTM Ha OCHOBE alropuTMa NoucKa BrepBble paspa-
60TaH B 2005 rogy [2] . OH MMUTUPYET NOBeAEHNE NUTaHWS CTau nyen. B 6a30Boit
BepcUM anropuTM BbIMOSHAET CBOET0 PoJa COCeAHWU MOWCK 8 coyeTaHuM €O cny-
YaHbIM MOUCKOM W MOXET WCMO/b30BaThCA A1 KOMOWHATOPHOW ONTMMM3ALMMN 1
(YHKLMOHaNLHON onTMM3aLmn. Kpome atoro, MeTo posi nyesl MOXHO a(eKTvB-
HO pa3fenuTb Ha HEecKONbKO MapasfiesibHbIX NMPOLEeccoB, 3a CYET Yero 3Ha4YMTeNbHO
YBENINYUTCS ero ckopocTb [3].

Kaxgasa nyena B poe paccmaTpuBaeTcs Kak yacTuua Wau areHT. Bce yactuupl pos
[eiCTBYIOT WHAMBMAYANbHO COMNacHO OAHOMY YMNpaBAsAloWeMy MPUHLMMY: YCKO-
PATbCA B HANpaBfiEHWM flydlleli NepcoHanbHOW 1 nyylwein obuieid nosuuum, nocro-
SIHHO NPOBEPAsA 3HayeHWe Tekylieid nosvuuu. Mosuums - aHanorMyHO Pacnonoxe-
HUIO Nyesbl Ha Nose NpeAcTaBieHbl KOOPAMHATAMM Ha NaockocTh. OfHaKo B 06Lem
CNnyyYae MOXHO paclwmpuTb 3Ty ugeto B Nto6oe N - MEPHOE NPOCTPaHCTBO B COOTBET-
CTBMW C MOCTaB/IEHHOW 3adaveli. 310 N - MepHOe NPOCTPaHCTBO ABMSETCA 061aCTbIO
peleHnii ana 3agaun, rae KaxAbli Habop KoopAWHAT NpeacTaBnseT pelleHue.
MpUrogHoCTb - N0 aHanorMn ¢ NPMMEPOM MYENIMHOTO Posi, PYHKUUA MPUrOgHOCTM
6yger vMeTb NAOTHOCTb LBETOB: Yem 60nblie MAOTHOCTb, TEM Jlydlle NO3nLMA.
®YHKUMA NPUTOLHOCTU CAYXMUT CPEACTBOM CBA3WN MexXAay (husnyeckoinl npobnemoin n
anropuTtMOM ONTMMM3aLuun. MNepcoHasibHas nyyllas no3uumsa - No aHanorMm ¢ nye-
NVHBIM POeM, Kaxkfas nyena NMOMHWT MO3WUMIO, T4e OHa cama ObHapyxuna Haw-
6onbluee KOMMYECTBO LBETOB. 3Ta NO3WUMS C HaubO/bLUMM 3HAYEHMEeM FOAHOCTM,
06Hapy>KeHHast nNuenoli, N3BeCTHa Kak nepcoHanbHasa nyywas nosuums (MHM). Kax-
fas nyena umeet cob6cTBeHHOe MHIT . B kaxaoi Touke BAOb NYTU ABVKEHNS Muena
CpaBHMBAET 3HayYeHMe rofHOCTM TeKyLleid no3uumn co 3HadeHnem MHI . Ecin Teky-
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Waa no3numsa MMeeT 3HaYeHVe MPUroAHOCTM Bblle, 3HayeHue MHI 3aMeHseTcs Ha
3HaueHue Tekylleid nosvumun. FnobanbHaa nydylas No3uUMS - Kaxaas nyena Takxe
Kakum-To 06pa3om y3HaeT 0651acTb Haubosblueli KOHLEHTpauuy LBeToB, onpeje-
NEHHYI0 BCEM poeM. 3Ta No3vuus Haubosnblieli NPUrOAHOCTM M3BECTHA Kak [f0-
6anbHaa nyywas nosuums (THM). Ansa Bcero posi ato ogHa MHI, K KOTOpoiA cTpeMuT-
CA Kakfas nyena. B kaxaoii TOUke B TEYEHME BCEro NyTU Kadkfas nuyena cpaBHMBaeT
NpUrogHocTL ee Tekylwein nosvuummn B MHI. B cnyyae, ecnn nobas nuena 06HapyxuT
nosuumio ¢ 6onee BbICOKON MpUrogHoCTbio, THIN 3ameHseTca Tekylweil nosuuuei
aToii nyenbl. MHIM 6yaeT Hawei camMoil 60/bLLIOW rpynMnoi CBOGOAHBIX AYEEK.

Tenepb HYXHO BblGpaTb anropuT™M Ans TPaHCMOPTMPOBKM MPOAYKUMWM KpaTyait-
MM NyTEM, TO eCTb PEeLNTb 334a4y KOMMUBOsXKepa. OauH 13 3PGeKTUBHbLIX anro-
PWUTMOB AN HaxOXAEHUA NPUBIMKEHHbIX PeLleHnid 3a4a4m KOMMUBOSXKEpa, a Tak-
XKe aHanormyHbIX 3agay novcka MapLupyToB Ha rpadax ABASETCA MypaBbUHbIA anro-
putM. CyTb a/iropuTMa 3akio4aeTcs B aHanM3e W UCMOoMb30BaHUKM Modenu nosefe-
HUS MypaBbeB, WLLYLLMX NYTU OT KOJOHUW [0 efpl. ANTOPUTMbl MypaBbs OCHOBAHbI
Ha NPUMEHEHUN HEeCKO/IbKUX areHToB U 06nafatoT crneuuduyecknMmn CBONCTBaMM,
NpUCYLMMMN MypaBbsM, W WUCMNONb3YIT WX NS OPWEHTaumMu B (U3NYECKOM Mpo-
CTpaHcTBe. B ocHOBe anroputma NexuT noBegeHne MypaBbMHON KONOHWM - MapKu-
pOBKa yAayHbIX AOPOr 60/bWUM KONUYECTBOM (epoMoHa [4]. BaxHbIM CBOWCTBOM
MypaBbUHbIX anroOpMTMOB SBNAETCA HEKOHBEPreHTHOCTb: Aaxe nocfie 60/bLoro
uncna utepauuii 0fHOBPEMEHHO WCCMeayeTcs MHOXEeCTBO BapvaHTOB pELLeHMs, B
pesynbTate Yero He MPOWMCXOAWUT AJIMTENbHLIX BPEMEHHbIX 3afepXeK B /I0Ka/lbHbIX
3KcTpemyMax. Bce 3T0 mo3BonseT pekOMeHA0BaTb NPUMEHEHWE MypPaBbUHbIX anro-
PVTMOB ANS OpraHM3aLuy TPaHCNOPTHbLIX POGOTOB Ha aBTOMATUYECKMX CKadax.

Takum 06pa3om, cuctema aBTOMAaTMYECKOro Cknaga fLO/MKHA MCNob30BaTb KOM-
6VHauMI0 M3 OBYX arOPUTMOB: MYENVHOTO ANS HAaxOXAEHWS Trpynnbl CBOOOAHBIX
AYeeK M MypaBbMHOIO A1 HAXOXAEHWA KpaTyaiilero nyT AOCTaBKM NPOAYKUMM M3
cknaga / Ha cknag,
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BO3MOXHOCTb UCMONb30OBAHUS OPJIMHOIO
ANTOPUTMA MPU YMNPABJIEHUW PACMPEAENIEHHON
MEXATPOHHOW CUCTEMOW

YepHsak P.
HY «JlbBMBCbKa nonutaxHuka», VKTA, MNTM, YkpauHa
HayuHbIli pykoBOAUTENb - K.T.H., acucT. kad. MTM PeneTbinoT.

YacTo npu ynpaBneHnn pacnpeseneHHbIMY MeXaTpOHHbIM CUCTEMaMU BO3HMKAET
Heo6Xx0AMMOCTb 106a/IbHOM ONTUMM3aLMKN. BOMbWIMHCTBO 3aday rnobanbHol on-
TUMU3aLUMN ABNAIOTCA HENMHEHBIMW W, CNefoBaTe/IbHO, TPYAHO pewmMbiMu. Takne
33124 MOXHO peLlaTb C NOMOLLbI0 UAE0NOTMU KONNEKTUBHOTO UHTENNEKTA.

Llenbto atoit paboTbl 66110 03HAKOMUTLCA C OCO6EHHOCTAMU OPIMHOIO anroputma
1N BO3MOXHOCTbIO €ro MpuCnoco6/eHns K ynpaBneHuto pacnpefeneHHol Mexa-
TPOHHOI CUCTEMOIA.

B ctatbe [1] aBTOpbI Xin-She Yang v Suash Deb npegoctaBuan HOBbI ABYXCTYMEH-
yaTblil TM6PMAHBIA MeToh noucka nof HasBaHuem «Open» (¢ aHrn. Eagle). 3gech
paccMoTpeHa ueanu3vpoBaHHas [ABYXCTyNeH4yaTas cTpaTerMs Ha npumepe nose-
[leHVne opna Ha OxoTe: Opefl BbINOMHAET MPOry/sKy BO BCe 06nacti noucka, Kak
TOMLKO OH HaxoAuT J06bIYy, OH MEPEXOAMT K cTpaternn noroHn. CTpaternio noroHu
MOXHO paccMaTpuBaTh TakXKe KaK WHTEHCWBHbIA NIOKa/bHBIA MOWCK C MCNO/b30Ba-
HUEM NO6bIX 3M(EKTUBHBLIX arOPUTMOB, Takmx Kak Particle Swarm Optimization
(PSO) wnu Firefly (FA). TnobasnbHblii ONTUMYM B NPUHLMNE MOXET 6biTb HalgeH ©3
no60oro HavanbHoro. Mpexae 4eM NPOBECT ONTUMM3ALMIO, HYXXHO NM60 HayaTb C
60nee WMPOKO 061acTM M YMEHbLUUTL €ro, M60 1CNob30BaTb MEHbLIWI pasmep
obnacTu, a 3aTemM NOCTENEHHO PacCLUUPATL ero.

B [1] npoBeaeHo cpaBHeHMe (c ucnonb3oBaHmem Matlab) ctpaternn «Open» (ES)
¢ PSO ona pasnnuHbIX CTaHAapTHbIX TECTOBbIX (YHKLUWMW. BbiNo foKasaHo, uTo yc-
MeLWHOCTb HaxoXAeHus rnobanbHOro ontumyMa ana anroputma Open (ES) posHa
100 %. BTo Bpemsa kak gna PSO oHa coctasunia 90-100%.

Mbl BUgUM, yuto anroputm Open (ES) MOXET 6biTb adekTuBHee anroputma PSO,
HO HyXaaeTcA BA&I‘IbHGVILIJGM ncenegosaHMnM N cpaBHeEHU € ApyrmmMmn anroputma-
MW KONMNEKTUBHOTO MHTENNeKTa B KOHTEKCTE yNpaBneHns pacnpefeneHHbIMU Mexa-
TPOHHbLIM cucTEMamu. Ha 4To MOXET ObITh HanpasneHa fanbHeiiwas Hawa pabota.
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