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CpeacTBeHHbIM 06pasomM cBsizaHa ¢ AaHHoM ACY 1 (hyHKUMOHMPYET Kak COCTaBHas e€ 4acTb
NpW QUCTaHLMOHHOM pexume ynpaeneHns obopyaoBaHueM. Takke JaHHAs CMCTEMA CMOXET
NCNonb30BaTLCS Kak CaMOCTOATESIbHOE NPOrpaMMHOE NPUIOXEHNE.

B kauectBe obyvatoLlero metoga Ans HEMpoHHOM cetu 6bin BbibpaH meTon 0bpaTHOro
pacnpocTpaHeHus owwmbku [2]. 3To Hanbonee NoaxoasLMin METOA, T.K. 3@ MHOrMe rodbl pabo-
Tbl OYUCTHBIX COOPYXeHuU Bbina HapaboTaHa gocTaTtouHo bonbluas 6asa faHHbIX 0 npouecce
Buonornyeckon ouncTku. Nocne NnpuBeaeHNs CpeaHEKBaaPaTUYHOM OLWNOKM CETU K MUHUMYMY
1 Hanbonee KOPPEKTHOM HACTPOWKK, TEM CaMbIM, BECOBbIX KO3(ULMEHTOB, CETb CTana npu-
rogHa ans paboThl B peanbHbIX YCIOBUSIX.

HelpoHHas ceTb Ans CUCTEMbI NOAAEPKKA NPUHATUS pPELLeHniA ByaeT peanusoBaHa u npo-
TecTupoBaHa B MATLAB, a umeHHO, ¢ nomoLbto okHa uHcTpymeHTapust Neural Network, cne-
LuarnbHoO npeaHasHaYeHHoro A1 MOLENMPOBaHNS U 0BYYeHNS HEMPOHHBIX CETEMN.

[aHHas cuctemMa NoAAEpKKN MPUHATUSA peLleHnin ByaeT UMeTb He TOMbKO TEOPETUYECKNN,
HO W MpaKTUYeCKni xapakTep. Bnocnencteum nnaHnpyeTcs BHegpeHne cucteMsl Ha MuHckom
CTaHuUmm aspauum Net,

CneupnanbHO NS AeMOHCTpaLMK NpuHLMna paboTbl CUCTEMbI NOALEPKKA NMPUHATUS peLue-
HWIA 4ns 6MONoOMMYeckoi OYUCTKM B a3poTeHKax paspaboTaHo npunoxeHue B Scada-cucteme
Trace Mode. [1aHHOe nmpurnoxeHWe NO3BONSET HArNA4HO NPeACTaBUTb pesynbTaTbl paboThl
MOZENMPYEMO CUCTEMBI NPU 3afaHHbIX UCXOAHbIX AaHHbIX, @ Takke NpocneauTb 3a U3MeHe-
HWEM XapaKTEpPUCTUK OMOMOrMYECKO OYUCTKM MOCHE BbIMOMHEHUS YNPaBMSAIOWMX KOMaHA.
ITO0 NO3BOMSET OLEHUTb PaboTOCNOCOBHOCTL CUCTEMBI B NCEBAOPEANbHBIX YCIIOBUSIX.

OKOHOMMYECKMN 3EKT OT BHEAPEHWUSI CUCTEMbI MOLAEPKKN NMPUHATUS PELLEHWUA MOXET
HabstogaTbCs He cpasy, HO Takoe peLleHne MOXKET OKYNUTLCS Jaxe B TeYEHUe OOHOrO - ABYX
INET, YTO ABNAETCS HEOCNOPUMbIM MIIOCOM B MOSb3Y BHEAPEHNS CUCTEMBI.
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Last years in a life of society the role and the place of personal computers and information
technologies have radically changed. The list of spheres of public life where such technologies
are applied, besides personal use by people which also rapidly increased, has extended.

Not exception for use of high technologies sewage disposal plants are and, in particular,
biological refinement in aerotanks as one of production stages computers can be involved in.
The reason for it is the strained ecological situation in the country, and more local one is a
need to react on-the-fly to changes in system work.

The process of biological refinement can be described as a direct contact of pollution and
optimal amount of organisms of active silt which have to interact during required time and in
the presence of proper amount of dissolved oxygen. The last stage is to separate active silt
from pure water [1].
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An aerotank is a tank of a rectangular section in which the waste liquid mixed with active silt
proceeds. Air, added by means of pneumatic or mechanical devices, mixes the treated liquid
with active silt and saturates it with oxygen essential for bacteria's life [1].

The main purpose of the system is to provide help to a dispatcher in decision-making in any
current and, especially, non-standard situations in real time for the high quality control and
management of technology processes of biological refinement in aerotanks.

The tasks of the system are:

1. Optimization of air expenses.
2. Smoothing of dissolved oxygen concentration in aerotanks.
3. Minimization of electric power expenses on air feeding.

It is supposed, that the multilayer neural network will be used to reach for the above aim and
solutions of these tasks. One of the most important reason the neural network has been chosen is
its high ability to be trained with samples and to recognize unknown ones. Also the multilayer neu-
ral network is capable to carry out any reflection from input vectors into target ones [2].

The definition of a neural network as a «set of neural elements and connections between
them» [2] is possible to extend as a «set of the input, intermediate and output data and tech-
nology connections between them». Neural networks allow to build processing algorithms
bringing the opportunity to find out latent dependences between input and output data which
beyond the bounds of traditional approaches.

Neural networks are especially popular in fields of financial markets, contemporary trade
and markets of capital [3].
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Fig.1. Simplified model of the decision-making system,
where MLP is a multilayer perceptron

For the developed decision-making system the input data are x™, (entry data for MLP):

1. Production equipment state (states of superchargers (switched on/off), percents of
gates is opened for airway, circulating silt and superchargers, existence of an equipment
emergency state).

2. Current measures of consumption indicators of air, circulating silt, clarified and spillway
water, sensors for concentration of dissolved oxygen in checkpoints and spillway, registration
of aeration intensity.

3. Technology commands by the dispatcher:

a. basic values, maximum deviations, minimum and maximum limits of concentration of
dissolved oxygen in each checkpoints;
b. minimum intensity of aeration in aerotanks;
level of recirculation in aerotanks;
controlled gates steps and their conditional «percent nully;
gates involvement in the control scheme indicators;
concentration sensors for dissolved oxygen involvement in the control scheme indicators;
value for supercharge gates involvement in control;
value for supercharges involvement in control.
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These data is possible to connect with input neurons.

The output data of the system (ysx) are suggestions of operating commands to the produc-
tion equipments (e.g. open/close a gate, switch on/off a supercharger):

1. Suggestions to switch on/off a supercharger.

2. Suggestions to open/close gates to airway, circulating silt and superchargers.

3. Suggestions of the percent, gates to circulating silt to be opened.

The system output data are considered as output neurons.

The signals will be flowed in real time to inputs of the neural network in the processed form
from the automated control system of technology processes (ACS TP) of biological refinement
in aerotanks and the signals from the output layer flow back in ACS TP. The developed deci-
sion-making system will be directly involved in the given ACS TP and will work as its compo-
nent under the remote equipment control mode. Also the given system will be possibly used as
an independent program.

The back-propagation algorithm has been chosen as a training method for the neural net-
work [2]. It is the most appropriate method because there is enough big database containing a
lot of information about biological refinement processes gathered for many years of sewage
disposal plants work. After minimization of the mean-square error of the network and getting of
rather correct weights the network is good for work in real environment.

The neural network for the decision-making system will be realized and tested with
MATLAB by means of the Neural Network Toolbox specially intended for neural network train-
ing and simulation.

The given decision-making system will have not only theoretical, but also practical impor-
tance. In future the system is planed to apply to Minsk aeration station No. 1.

The special program is developed in Scada-system Trace Mode for demonstration of deci-
sion-making system operation for biological refinement in aerotanks. The given program allows
visually to present results of simulated system operation on a set of initial data, and also to
trace changes in biological refinement after execution of control commands. It allows to esti-
mate system performance on pseudo-real conditions.

Economic profit on this decision-making system setup can be gained not at once, but it can
pay back even during one, two years that is a definite advantage of this setup.
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At the System Engineering Laboratory, Hochschule Ravensburg-Weingarten, Germany the
mobile robot “MAX” was developed and realized [1] (see Fig. 1). There is a rich set of control
commands for it. It has an incorporated web-camera to observe space in front of. So it was a
natural step to improve it to follow under the defined route — it's so called line-following task.





