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The task of line-following consists in the robot's motion control to take a defined route which
represented with one color line e.g. one color insulation tape. In spite of good contemporary
investigation into this task nowadays developed and implemented solutions rarely deal with
image processing techniques for line detection. Considering possible use of line detection al-
gorithms in automated guided vehicles which can reduce cost of manufacturing and increase
efficiency in a flexible manufacturing system [1] their development is still actual. In this paper
some approaches to line detection based on Gaussian function [2], K-means algorithm [3] and
Hough transform [4] were researched and tested .

As input data for the algorithms there were color images containing the line gotten from a
web-camera. The image dimensions are 640x480 pixels. For the algorithms based on Gaus-
sian function and Hough transform only the RGB colorspace is in use and for K-means one
additionally the CIELAB colorspace is.

.| Fig. 1. Initial image

The algorithm based on Gaussian function:

1. Set initial values of means and standard deviations for all color channels mred, sred,
mgreen, sgreen, mblue, shlue.

2. Set a threshold value level.

3. For each pixel to calculate values of belonging to the line according to:

belonging = red * green * blue, (1)
where:

red = exp(-(r - mred)2 /(2*F sred2)), (2)

green = exp(-(g - mgreen)2 /(2F sgreenz)), (3)

blue = exp(~(b - mblue)? / (2 * sblue?)), (4

(r, g, b) — corresponding red, green and blue values of each pixel.
4. For each pixel to use the rule:
if belonging = level
then a pixel lies on the line
else a pixel lies on the background
5. Repeat steps 1-4 for other values of means and standard deviations and then combine
the separate results into one common result image.
While testing (mred, sred, mgreen, sgreen, mblue, sblue) = {(144.4, 10.6, 36.9, 7.5, 15.0,
7.8), (181.0,6.7,50.0, 7.6, 25.0, 7.6)}, level = 0.1 were used.
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Fig. 2. Processed with the algorithm based on
Gaussian function

K-means algorithm is an algorithm to cluster objects
based on attributes into k partitions. A priori the amount of
partitions is equal to k = 2 — for the line and the background.
The dimension of the attributes space is equal to 3 for the
RGB colorspace and to 2 for the CIELAB colorspace (the chromaticity layers 'a* and 'b* are in
use). The algorithm based on K-means:

1. Randomly to generate initial centers of partitions (centroids).

2. Associate points with the nearest centroid according to Euclidean distance.

3. Move the centroids to the center of their respective clusters.

4. Repeat steps 1-3 until a suitable level of convergence will be reached.

. Estimate pixels related to the line considering that their amount is less than the amount
of the background pixels.

The maximum number of iterations is 100 but the real number strongly depends on initial
centroid distribution.

Fig. 3. Processed with the
algorithm based on K-means
algorithm:

a - the RGB colorspace,

b - the CIELAB colorspace

b

Taking into consideration that any line has borders with the background we can find left and
right ones of it and then to approximate with straight lines. The first step have to be done is to
convert a color RGB image into a grayscale image according to:

grayscale = 0.3 *r+ 0.59 *g+ 0.11 *b, (5)

where see above the (r, g, b) parameters.

After that edge detection is going. There a lot of algorithms for it but one of the simple and
rather efficient is Sobel operator. For the further processing both derivatives of the horizontal
and vertical directions were calculated, the threshold value is equal to 100.

|

Fig. 4. Edge detection with Sobel operator

' Line detection with Hough transform requires using of the
l normal parametrization of a straight line according to:
\
\

Xx*cos@+y*sinb=p, (6)

where (x, y) is a point lying on a some edge, (6, p) is the normal
parameters specifying a straight line passing through the point (x, y), -/2 < 8 < /2, -(w2+h2)0.5 <
p <(w2+h2)0.5, (w, h) is the image dimensions i.e. the width and the height respectively.

For the program implementation Hough transfrom algorithm uses an array called accumula-
tor to detect the existence of a line. The dimension of the accumulator is equal to the number
of unknown parameters e.g. for Hough linear transform it's equal to d = 2. The two dimensions
of the accumulator array were quantized for the 8 and p parameters. In tests the accumulator
dimensions were 300x600 cells (the 8xp accumulator).
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Fig. 5. Processed with the algorithm based on
Hough transform

More comprehensive information about the line can be
estimated with the ,mean points of the line” representation.
The representation lies in a division of the detected line
pixels into some groups and then finding the mean
coordinates of these groups of pixels. The least-squares method can be used to get only one
straight line fully describing the observed part of the defined route.

Fig. 6. ,,Mean points of the line” representation (marked with ,,+”,
and a straight line gotten with the least-squares method

All described above algorithms were realized and tested in MatLab v.7 for a set of images con-
taining an insulation tape with the symbols ,maxon motors” as a line. The algorithm based on Gaus-
sian function was implemented in C++ and used for the motion control algorithms of the robot ,MAX”
[5] on a task of line-following. Visually the most precise detection was brought with K-means algo-
rithm and the CIELAB colorspace but it coudn't be used in real time systems because of the time of
his work isn't determinate. The solution is to get at the beginning the high quality line color character-
istics with K-means algorithm and then to use the nearest neighborhood classification at the same
time recalculating initial characteristics . As the conclusions the combination of K-means algorithm
and Hough transform can be used for the robust line detection in real time.

This work has done in cooperation of the Intelligent Information Technologies Department, Brest
State Technical University and the System Engineering Laboratory, Hochschule Ravensburg-
Weingarten and was supported by the Landesstiftung Baden-Wirttemberg gGmbH.
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OPIrAHU3ALIUA PACNPEOENEHHOW OBPABOTKU TPAGUYECKOWN
WHOOPMALMU CPEACTBAMMU NMAKETA R

Kypouyka K.C.
['omernbekuli 20cydapcmeeHHb It mexHudeckul yHusepcumem um. [1. O. Cyxoeo, 2. ['omerb

3agaqv aHanmsa u pacrosHoOBaHWS LMGPOBbIX M300paxeHnn NPpUBOAAT K 00paboTke COTEH -
rabaiT MH(opMaLmMK, YTO HaKNaabIBaeT 3HauMTENbHbIe TPeBOBaHWS Ha UCMOMNb3YEeMYH BbIYUCTIW-
TENbHYI0 TEXHWKY, OT KOTOpOi TpebyeTcs He TOMBbKO BbICOKas CyMMapHasi MPOM3BOANTENBHOCTL
0BpabatbiBarOLLMX MPOLLECCOPOB, HO W Bonbluas onepaTuBHas NamsiTb, JOCTATOMHAs Ans OOHO-
BPEMEHHOIO XpaHEHUsi COTEH M ThicaY u3obpaxeHuit [1]. [daxe camble BbICTPOAENCTBYIOLLME CO-
BpemeHHble 3BM nocnefosatenbHOM apXMTEKTYPbI OKasbIBAKOTCH HECNOCOOHBLIMM peLlaTh 3adaqum
TaKow CroxHocTu [2]. Takum obpasom, Hambornee addekTUBHLIM CNOCOOOM peLLEHNs JaHHbIX 3a-
[a4 0Ka3anoch Ux pacrnapannenueaHue 1 pacnpeaenérHas obpaboTka.





