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Abstract: Analysis o f  approaches to design voice 
conversion systems is proposed in this paper. Base on 
analysis we give principles o f  voice conversion system, 
speech modes will be used to represent parameters o f  
speech signal and acoustic characteristics will influence 
the quality o f  system. Moreover, we compare two voice 
conversion (VC) systems, which have been used two 
different speech models (source filter model and 
harmonic model), to offer general view about them and 
our point o f view design voice conversion systems.
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I INTRODUCTION
The voice conversion problem has focused a lot of 
research effort. For instance, an approach to this 
problem was speech transformation algorithm using 
segment codebook (STASC) [3]. The method finds 
accurate alignments between source and target speaker 
utterances. Using the alignments, source speaker 
acoustic characteristics are mapped to target speaker 
acoustic characteristics. A voice conversion method that 
improves the quality of the voice conversion output at 
higher sampling rates is proposed in [4]. This method 
combines the STASC method with Discrete Wavelet 
Transform (DWT) to estimate the speech spectrum 
better with higher resolution. Both these research are 
combined to use into [16]. The other works suggest a 
possible way to improve the quality of the converted 
speech consists of modifying only some specific aspects 
of die spectral envelope [5], or the location of the 
formants [7, 8]. Spectral conversion techniques have 
been also approached by different ways such as [9, 10].

In [10], a different approach is proposed which is based 
on the TD-PSOLA technique and source filter 
decomposition. TD-PSOLA technique allows prosodic 
modification while source filter decomposition enables 
spectral envelope transformation. Moreover, other 
method also has been known that is voice conversion 
system based on the Harmonic plus Noise Model 
(HNM) [11]. HNM performs a pitch synchronous 
harmonic plus noise decomposition of the speech signal.

In this paper is analyzed base on methods that were 
introduced above to give overview also our point of 
view about approach to design VC systems. The 
analyses directions are to summarize general stages, the

speech models, acoustic characteristic, and to detail 
analyze typical methods of voice conversion.

П THE APPROACHES FOR VOICE 
CONVERSION

A. Voice conversion principle
Voice conversion is the process of automatic 
transformation of a source speaker’s voice to that of a 
target speaker’s. They have general stages in the process 
that are depicted below:

Fig. I - The general stages of voice conversion

These stages are:
Analysis stage: The purpose of this stage is 
analysis source and target speakers 
characteristics will be used in the next process 
stage.
Training stage: System will be learned the 
characteristics of source speech and target 
speech, to create conversion rules.
Conversion state: In this stage, transformation 
algorithms are applied that modify 
characteristics o f source speech using the 
conversion rules obtained in the training stage 
according to characteristics of target speech. 
Synthesis stage: This inverse process with the 
analysis process, new speech is created base on 
parameters obtained from stages above.

B. Speech model for voice conversion
When starting to research about VC system then a 
speech model is chosen, because it will directly effect 
quality of VC system. The speech model is a 
mathematical model and it will be used to represent 
parameters of speech signal. The speech models of 
speech processing might be divided into two classes: 
source-filter modeling with the filter representation of 
the vocal tract transfer function, and harmonic modeling 
where the source and the system features are included in 
the parameters of the harmonic model. In the source-
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filter model the vocal tract can be modeled either by a 
filter bank, or a realizable rational transfer function, or 
an approximation of a non-realizable exponential 
function in homomorphic modeling [13].

The source-filter model is represented by the parameters 
describing the transfer function of the vocal tract model. 
Two types of the source-filter model are useful for 
speech processing: the all-pole model known as the 
autoregressive (AR) model, and the pole-zero models 
known as the autoregressive moving average (ARMA) 
moael. The AR model of a vocal tract is well known in 
speech processing as a linear predictive coding (LPC) 
model [13].

/ jO ) = — ------- , (i)

I + I V - 4
I t = I

where Na is the order of the AR model, the gain G and 
the coefficients a* are the AR parameters or the LPC 
parameters. AR has the frequency response given by 
equation:
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The source-filter model has been used in [3,4, 5] which 
will be discussed in method for voice conversion part.

Harmonic model has been shown to be capable of high 
quality speech processing, particularly in pitch and time 
scale modification for speech synthesis [11, 12]. The 
principle of the harmonic speech model is shown in 
Figure 3.

F ig . 2 -  P r in c ip le  o f  h a r m o n ic  s p e e c h  m o d e l

Its equation:
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where frequencies com are given by pitch harmonics, and 
amplitudes Am and phases cpm are given by sampling the 
transfer function of the vocal tract model at these 
frequencies which is represented in equation (2), H(m) 
complex amplitude of the mth harmonic, M number of 
harmonics.

C. Acoustic characteristics for voice conversion
Voice conversion is a method that aims to transform the 
characteristics of an input (source) speech signal such 
that the output (transformed) signal is perceived to be 
produced by another (target) speaker. The parameters of 
speech obtained by using speech model in the first stage 
are parameters, which are called acoustic characteristics. 
Acoustic characteristics have two types that are the 
voice source and the vocal tract resonance which are 
influence on voice individual. They always are very 
importance for quality of VC system. Parameters of 
voice source are the average pitch frequency, the time- 
frequency pattern of pitch (the pitch contour), the pitch 
frequency fluctuation, the glottal wave shape. And 
parameters of vocal tract are the shape of spectral 
envelope and spectral tilt, the absolute values of formant 
frequencies, the time-frequency pattern of formant 
frequencies (formant trajectories), the long-term average 
speech spectrum, the formant bandwidth [2]. On the 
other hand, acoustic characteristics can be divided into 
two group are long -  term characteristics and sort -  term 
characteristics have been represented in [1]. Almost 
studies are focused analysis to model and these 
parameters transformation.

D. Methods for voice conversion
As introduction above, this part will be considered how 
to approach and implement voice conversion system in
[15], [16], which are typical to represent speech models 
and speaker characteristic transformation. The 
transformation algorithms are shown in Figures 3 and 4

s p e e c h

F ig .  3  -  V o ic e  t r a n s f o r m a t io n  a lg o r i th m  in  [15]
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Fig. 4 - Voice transformation algorithm In [16]

In [15], the system is designed to transform the spectral 
envelope of speech by changing parameters of an ail- 
pole model, using a transformation function 
implemented by a Gaussian mixture regression model. 
The author use harmonic speech model to analyze voice 
while source-filter model is used in [16]. However, the 
goals of both these models are to obtain line spectral 
frequencies (LSFs), which will be use to transform 
spectral characteristics. The reasons that author uses 
harmonic model are because speech signal consists 
mostly of harmonics of a fundamental frequency. In fact, 
the harmonic model parameters correspond to the 
harmonic samples of the short-term Fourier transform of 
a perfectly periodic signal. Otherwise, harmonic model 
has been shown to be capable of high-quality speech 
processing, particularly in the areas of speech coding 
and pitch and time-scale modifications in speech 
synthesis [11, 12]. It is further possible to change the 
magnitude and the phase of speech spectrum 
independently and directly by synthesis speech with 
altered model parameters. An equivalent equation is 
represented with equation (3) in [15]. At here, author 
uses minimum phase all-pole model to obtain sinusoidal 
parameter coding.

In training stage, [15] choose Gaussian mixture model 
(GMM) approach to implement a locally linear, 
probabilistic transformation function. The advantage of 
this model is the fast and accurate fitting of the few 
model parameters. The residual prediction (RF) system 
is implemented, which consists of a LPC parameter 
classifier and a LPC residual codebook. Each class of 
the classifier is associated with an entry in the codebook. 
Two data sets are necessary for training the RP system, 
the set of LPC parameters of voiced frames and the 
collection of associated LPC residual.

In conversion stage, the system analyzes a source 
speech and transforms the extracted features to an 
esti nate of target speaker's LSF parameters. For each 
frame, spectral envelope is transformed by converting 
the predicted LSF parameter back to LPC filter 
coefficients. Finally, the transformed sinusoidal 
spectrum are set by the inverse waiped LPC spectrum 
sampled at the harmonic.

In [16], training is performed by analyzing the source 
and target utterances using selective pre-emphasis. LSF 
vectors for each sub-band are obtained and the 
parameters of the first sub-band are used in the Sentence 
Hiden Markov Model (HMM), framework for 
acoustical alignment. The labels generated using the 
first sub-band is used for the remaining sub-bands. The 
codebooks are generated for each sub-band for the 
source and the target speakers. The parameters include 
LSFs for the vocal tract, instantaneous ¢) values as well 
as mean and variance o f source and target pitch values, 
durations, and energy values. Two codebooks are 
generated for the source and the target speaker 
separately. The codebook entries include average line 
spectral frequencies, f0, energy, and duration of each 
state.

In conversion stage, the sub-band codebooks are used 
for transforming each sub-band of the vocal tract 
spectrum separately. This requires the analysis o f the 
input signal using selective pre-emphasis. The ftdl-band 
excitation spectrum is processed separately for pitch 
scale modifications. Each sub-band of the vocal tract 
spectrum is converted separately for each sub-band with 
the corresponding source and target codebook. Note that 
the closest codebook entries are estimated using the first 
sub-band and same indices are used for all sub-bands. 
The output frame spectrum is obtained by multiplying 
the modified excitation spectrum with the vocal tract 
spectrum estimated. Prosodic modifications are used 
from STASC in [3].

In synthesis stage o f  [15], after obtained a transformed 
sinusoidal spectrum, a frame of the speech signal is 
computed by a weighted summation of harmonic 
sinusoids. The sinusoidal parameters are treated as 
constant within one frame of speech, discontinuities are 
avoided by an overlap-add (OLA) approach that 
eliminates the need to continuously vary the parameters 
to interpolate between sine-wave tracks. Beside that, 
OLA allows for a simple implementation of pitch and 
time scale modification. After all speech frames are 
computed, they are weighted, overlapped, and added. 
While in the synthesis stage of [16], the synthesis LP 
coefficient vectors are used to reconstruct the vocal tract 
spectrum. The synthesis LP coefficients can be a 
modified version of the analysis coefficients depending
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on the application. They are the target LP coefficients 
estimated from codebooks for voice conversion.

E. Evaluation result of methods
The results of methods have been proved that 
transformed voice of new system has quality than 
systems use algorithm in [3, 4, and 14]. However, in
[15] modeling and prosodic characteristic of the process 
of voice conversion did not mention, because that the 
quality could not equal when this implements. The 
system in [16] the author improve performance to the 
integration of the LPC residual but the representation of 
this was limited, thus the result reduce quality. 
Otherwise VC systems should importance to pitch 
detection and voiced/unvoiced decision as in [17] 
because all these parameters are speaker’s 
characteristics.

Ш APPLICATIONS
Voice conversion has numerous applications, such as 
the areas of foreign language training and movie 
dutbing. It is closely related to the process of speech 
synthesis, which usually refers to converting text into 
spoken language, and has many applications, especially 
relating to assistance for the blind and deaf [1]. Other 
areas in speech processing, such as speaker verification, 
have applications in security.

In movie dubbing area, by using the voice conversion, 
the actors or actresses will be able to speak in another 
language by their original voice. The movies must be 
dubbed in foreign countries and the voice characteristics 
of the original actors/actresses are lost. However, using 
the VC, the dubber’s voice can be converted to the 
actor’s original voice and the voice characteristics of 
actors/actresses can be preserved. Any actor/actress can 
speak any language when voice conversion technology 
is employed. In addition voice conversion can be 
employed in dubbing applications related to 
broadcasting, karaoke, Internet voice applications.

IV CONCLUSION
In this paper, we have presented analysis of approaches 
to design voice conversion systems, including general 
stages of voice conversion, acoustic characteristics will 
influence the quality of system and to compare two 
systems, which used two different speech models. They 
have been investigated to analyze, from that point, they 
can be chosen a study direction, combine with algorithm 
improvements to design voice conversion system. The 
main targets in our VC system are moved towards as: to 
improve the speech signal processing algorithms base 
on analysis above that creating VC system more 
naturalness, and to develop a real time VC system can 
be used dubbing area.
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