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Abstract

In this paper are presents and investigates the various modifications of gradient descent 
method for Back-Propagation algorithm. Opportunity on reduction of neural network training 
time and increasing of training algorithm stability are considered The particular expressions 
for choosing of optimum steps of training neurons with sigmoid and linear functions of output 
activity are received. Results of experiments on predicting of various mathematical series and 
functions by using neural networks are presented The analysis of speed training neural network 
for offered training algorithm demonstrates its advantage before classical Back-Propagation 
algorithm.
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I. Introdacfion

At present time are activised scientific investigations in the neural nets area This 
scientific direction is priority for artificial intelligenceproblems. Neural networks allow to 
model reflection processes of biological organisms in different aspects. After training neural 
nets possesses ability to generalise and to predict results. This ability allow to use neural net 
for predicting different situations. Example of neural net for predicting time series is 
presented in this work In this case it is used neural net with feed-forward connections. Choice 
of network structure and elaboration of effective training algorithms are main construction 
problems of tiiis networks. In most cases the Back Propagation algorithm take as a principle 
of the multilevel neural nets training [1-3]. It is based on the gradient descent method in the 
weights area. Main deficiencies of this method are large training time and constant training 
speed. The constant training speed value makes gradient method unstable, if  speed so 
large, but small training speed leads to very large training time of neural net. Therefore this 
paper views the modifications of gradient descent algorithm for predicting neural net It 
basic is method of steepest descent and conjugate gradients. At result from behind dynamic 
adaptation of training step increases the training speed of multilevel neural net, and Back 
Propagation algorithm is more stable. It was confirmed by modelling results of prediction net 
for time series.
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Z Base results

Consider the training algorithms for multilevel feed-forward neural nets. As 
mentioned above, constant training speed makes unefifective the gradient descent method ai 
the Back Propagation algorithm. According to this algorithm connection weights from neural 
element і to neural element j  are calculated as:

Wij(t + 1) =  WiJ{t) -  a  • VE{Wijlt)) (I)

InthisFormula VE(Wij l t )  -  дЕ і dWijlt)  - gradient offimction Ey a -  the training speed, 
E -  error function, it’s defined as

E = - j -£  (Yj  -  (2)
* J

where Yj - the real output value of neural element, Dj - the corresponding training 
exemplar.

Define kj as neural element threshold For adaptation the neural element threshold 
necessary to make all thresholds with null values and instead it to add the supplement^ 
connection with weights equal kj. Then neural element will be modified in die training 
process as:

W + 1 ) =  m t y - a - V E W i t ) )  (3)

For stability and for increasing work speed of the Back Propagation algorithm necessary 
to make adaptive the neural net training speed Metiaod of steepest descent is suitable for 
this purpose. In accordance with this method:

Wi j ( t  -f I )  = Wi j ( t )  -  a  *VB (Wi j ( t ) )  , (4)

W +  1 )  =  * / C 0 -  a - V E  ( V ( Z ) ) 1 (5)

where a ( t )  = m in [E  (Wi j (t  + I), k j( t  + I ) ) ] , (6)

Inorder to predict functions or time series can be used both linear and sigmoid activation 
functions. For linear activation function:

Y j -  M  ' X j  ,

X j =  ' Z Y f - W t j i t  + l ) -  k j ( t  + l).

where 7 /- output value of the neural element/.Then from (6) training speed will
be:

a ( t )  = ________I________

л / Ч і  + 2  Yi2)
( i )

It is easy to show that multilayer neural net with feed-forward connections for liner 
activation function of the neural element is equivalent to a two-layer neural net and forthal
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neural net Back-Propagation algorithm is simple. Only weights and thresholds of the one layer 
must have set For linear activation function of the neural elements:

WE(WijV) ) =  Ys - M - Y i t

V E ( k j ( t ) ) = - M - T j ,

then training rule of the neural net is next:

Wijit + I) = Wij(t) -  ■ у M  -Ti,

kj(t + I) = kj( t )  + a ( t )  - M - T j , 

where -  Y j -  Dj.

Now receive expressions for sigmoid activation function of the neural elements. In 
this case output value of the neural element j  defined as:

where
I

Using the Taylor series of Yi and (6) we receive next expression:

e (0 = E r І• yf-a - Tj • a + Z n*)
s *

where Y i = Yi - D i - for output layer and^^ = 2  t ~ 3^) ̂ fc. - for hidden
layers, к - number elements in the next layer concerning element j.  For sigmoid activation 
function of the neural elements every neural net layer has its training speed aft) .  Ifneural 
net use different activation function for every iayer then uaining step will be elected using 
different expressions for every layer. Receiving in this section expressions for choosing 
training step allow to raise effect of the Back Propagation algorithm.

3. Experimental results

Consider obtaining algorithms (see section about) and gradient method for comparison. 
Consider example of the simple neural net for predicting mathematical functions and series. 
Let we have next function: Y = О5 X 2 + 1 and we now its first six values:

X 0 I 2 3 4 5

I l
1.0

!__________ I
I 1,5
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ I

I v o
I _ _ _ _ _ _ _ _ _ _ _ _

5,5 9,0 13.5
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It ie necessary to predict the rest of values of this function. For neural net training and for 
predict will be used sliding mean value method with window length |W|=3 .Everyr next training 
vector will be get by displacement to the right Proceed from the above-stated neural net will 
be consist from three input neural element and one output element Conventional gradient 
method with constant training step was used for training this network. Training time with error:

E = (7/  -  Dj1 2 3) = 0.00001
I І

was equally 20 minutes.
For using steepest descent method and training speed by expression (7) training time 
with total error IO"10 was equally 6 seconds. After training this network predict any 
value above-stated function. Also we have analogous experiment with function 7= SlN(X). • 
Value X was change with step 6 degrees. Neural net for this function consist from 10 input 
neural elements and I output neural element There are 20 training vectors were used for 
training process. For conventional gradient method the training time with total error 
E = 8.28 x lO ^ was equally 2 minutes. For steepest descent method this time with total 
error E = 10^ was equally 25 seconds. Neural net predict any value this function as well 
as in above case. This neural nets was simulated using conventional computer (IBM PC 
AT).

4. Conclusion

In this paper it is proposed and studied different modifications of the gradient descent 
method of the Back Propagation algorithm, We exceed concrete expressions of the training 
speed for sigmoid and for linear activation function of the neural element The training 
process of the proposed algorithms contain both weight modifications of the neural elements 
and threshold modifications of the neural elements. Simulating results of the neural nets 
demonstrate advantage before conventional algorithms.
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