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Pegepar

OUIUHTOBBIE BEO-CAMTHI SBISIOTCS PACIPOCTPAHEHHBIM METOJOM COIMAIbHON
WH)KCHEpUU, KOTOPBIA HMHUTHpYyeT BHemHud Bua Haaexsbix (URL)-ctpanwui.
Hamnpumep, 3710yMBINIUICHHUKH Y9acTO HMCIOIB3YIOT (DUIIIMHTOBBIE METO[IbI, HAINpaB-
JISIOIIME TIOJIb30BaTee Ha MOIIEHHUYECKHWE CaWThl WM TPOKCH-CEPBEPHI, depe3
nojajenky win orpasieHue Cucremsl noMeHHBIX UMeH (DNS). B manHom uccieno-
BaHUM OB COCTABJICH 0030p TEKYIIETrO COCTOSIHUS KHOEPIPECTYIMTHOCTH B MUPE U B
Monronuu, a Takke IpOBEJIEHO HCClIeJOBaHUE I ONpele]ieHUus] ypoBHs o0pa3oBa-
HUS, BO3pacTa M 1MoJyia KuOepnpecTynHUKOB. JIJis BbISIBICHUS! (DUITUHTOBBIX aTak ObI-
JIM TIPOBEJICHBI OLICHKU XapaKTePUCTUK JAHHBIX U CPAaBHUTEIBHBIN aHAJIU3 OCOOEHHO-
cTeil GUIIMHTOBBIX BeO-caiiToB. Takke Obula yCTaHOBJIEHA B3aMMOCBSI3b MEXIY Xa-
PaKTEPUCTUKAMU C MCTOJIb30BAaHUEM METOJIOB MAIIMHHOTO OOYYEeHHs, OCHOBAHHBIX
Ha CXOJICTBE. 3aTeM OBl 00y4eH MOJIEIbHBIN alrOpUTM HAa OCHOBE METOJa JIOTUCTH-
yeckoil perpeccun. s o0yuenuss Mogenu ucnoib3oBanmuchk 80 % mannbix, a 20 %
OBLIIM MCITOJIB30BaHBI JI1 TECTUPOBAHUS, YTO TO3BOJIUIIO TTOATBEPIUTH BO3MOKHOCTD
BBISIBJICHUS! (DUITMHTOBBIX BeO-cailToB mo nokaszatensaMm Precision, Recall u F1. Dkc-
NEPUMEHT MOKa3aJl, YTO HAaWIy4dllel XapaKTepUCTHUKOM cTana 29-5 1o cyeTy, KoTopas
MI03BOJIMJIA MOJICNIM BBISABIATH (DUIIMHTOBBIC CAWTHI C TOYHOCTHIO 93 %. DTa Momenb
TeNephb Coco0Ha MPeICKa3bIBaTh (PUITUHTOBBIC U HE(UIIMHTOBBIE CANTHI C BHICOKOM
TOYHOCTHIO. 3aT€M C MOMOIIBIO MAaTPHUIbl OIIMOOK OBLIIO MTPOBEPEHO, NEUCTBUTEIBHO
JIM JIOTUCTUYECKas perpeccus npeackaszana 93 % npaBUIIbHBIX pe3yJlbTaToB. Pe3yib-
TaThl mokazayiu, yto u3 2000 mpoBepeHHBIX AaHHBIX $§ 950 + 930 = 1880 $ ObuTH
MpeACKa3aHbl BEPHO, YTO MOATBEPKAAET TOUHOCTh MOJIeTu B 93 %.

KiaroueBble cioBa: (ummHroBass araka, JOTUCTHYECKas pPETpeccHsi, MaTpulia
OIHOOK.

CyBER CRIME

Cyber crime and phishing attack

In most countries of the world, illegal access to the system, illegal interception of
data, illegal intervention, distribution of malicious means by illegal use of computers,
online fraud, and data breach are considered cybercrime. It is very commonplace
throughout the world [6].
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Complaint types by the citizens regarding
cyber crime
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Figure 1 — Number of complaints and number of victims regarding cybercrime

Phishing is the attempt by individuals and by groups of people to obtain personal
information of unsuspicious users by using social engineering techniques. In this,
phishing emails are created that appear to be sent by the official organization or by
familiar or known individuals. these emails offer to click the link of fraud website
which appear to be legitimate. Later, they ask users to provide personal information
such as login into account name and password which in turn leads to further risk. Ad-
ditionally, these fraud websites contain harmful codes.

Phishing websites are a popular method of social engineering which imitates web
pages with authentic url proving its reliability. For instance, attackers mostly use
phishing methods and means by stealing and harming domain name system and aim
towards sites and proxy servers which cheat users.

Social engineering

Social engineering attack

In social engineering attacks, interaction of people (social skills) can be used to
access or destroy the information about the organization or its computer system.
Maybe, the attacker seems to be humble and respectable, or he acquaints himself as
the new employee, repairman, or researcher, and even he offers credentials to support
this identity. By asking questions, he can gather enough information to gain access to
the organization’s network. If the attacker does not gather enough information from
one source, he will connect with another source of the organization and will gain trust
based on the information gathered from the first source.

Phishing attack

Phishing is a form of social engineering. A phishing attack uses email or mali-
cious websites to obtain personal information by posing as a trusted organization. For
Instance, the attacker can send an email to a reputable credit card company or finan-
cial organization requesting an account statement. such an act mostly shows there is a
problem. When users give the desired reply, attackers can use it to log into the ac-
count.

Vishing attack

Vishing attack is a social engineering method which supports voice communica-
tion. Confidential information can be disclosed by calling the user number through
this method. It is possible to make advanced vishing attacks through voice over inter-
net protocol resolutions (voip) and broadcasting services.

Smishing attack

Smishing is a form of social engineering which uses smile images when sending
sms or text messages. Text message can contain links regarding web pages, email ad-
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dresses, and phone numbers. Therefore, it is possible to call at the number, or to open
email messages and browser windows automatically when click all the mentioned.
Integration of emails, voice messages, and web browser functions which were created
for the users increases the probability of becoming victims of malicious acts.
CURRENT SITUATION OF CYBERCRIME IN MONGOLIA

In 2020, Mongolia had 3,2 million active users of the internet.

That the citizens actively use systems such as Facebook, and Twitter whose serv-
ers are in foreign countries and which can’t be directly regulated creates the risk for
the citizens to become victims of crime and builds up the opportunity for those com-
mitting crime to conceal their illegal activities, to erase their tracks, and to change
their images. [9].

1795 1949
659 . ey l
2018 oH 2019 on 2020 2021.06 cap

Figure 2 — Crimes committed online/ by dates/

Crimes committed online were compared by dates. They are as follows: 659 in
2018, 737 in 2019, 1795 in 2020, 1949 within 6 months of 2021. The average in-
crease in 2018-2020 was 34,7 %.

A. Literature review in Mongolia:

There has been done many works regarding cybercrime by foreign volitional and
professional LLM and JD researchers. Works concerned are quite rare in Mongolia.
However, it is worth mentioning that recently there has been done research works and
brochures by a few national researchers and respective organizations. For instance,
the book “The feature of investigating the crime (cyber) regarding electronic infor-
mation security” by T. Khaltar, PhD and expert in information security and cyber-
crime [2], research work “A detailed study on cybercrimes against electronic infor-
mation security” [3]. In these works, the international definition of cybercrime and
the current situation of cybercrime in Mongolia are compared. Also, in the book
“Electronic law 2010 [4] by the lawyer L. Galbaatar, legal regulation in an electron-
Ic environment was compared with international best practices. In her research work
“The study on the prediction of cybercrime through machine learning” L.
Oyunchimeg, PhD, analyzed data attributes and did prediction by comparing machine
learning correlation methods. In this sense, her work is the first among this type of
research in Mongolia.

RESEARCH METHODOLOGY. MACHINE LEARNING

Machine learning is the technique that allows a computer to learn from its expe-
rience. In other words, machine learning is the automation of computer operation and
the improvement of machine learning process based on its experience without any de-
tailed programming and without any support by the humans.

Machine learning types:

They can be classified as below:
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Figure 3 — Machine learning types

In this research work, we used methods of unsupervised machine learning.

B. Methods of supervised machine learning:

Pearson correlation

Correlation is the technique to analyze in detail the interdependence between nu-
merical and irregular variables such as age and blood pressure.

Spearman correlation

It is nonparametric statistics, and its distribution doesn’t depend on parameters. In
most cases, nonparametric statistics evaluate data rather than real values, and it is re-
lated to Spearman correlation coefficient compared to Pearson correlation.

Kendall Tau correlation

It is very similar to the Spearman correlation coefficient. These 2 methods are
nonparametric measures of correlation. Spearman and Kendall coefficients are calcu-
lated based on the ordered data rather than actual data. Like Pearson and Spearman
correlations, Kendall Tau is always between —1 and +1. In this, —1 expresses a nega-
tive value between 2 variables and 1 indicates a positive correlation between 2 varia-
bles.

IV. DETECTION OF PHISHING ATTACK

A. Literature review regarding phishing detection

Since 2007, there have been published much research works which compared ma-
chine learning technique for predictive detection of phishing. In these works, several
machine learning methods such as Logistic regression (LR), Classification and Re-
gression trees (CART), Bayesian Additive Regression Trees (BART), Support Vector
Machines (SVM), Random Forests (RF), Neural Networks (Net) were studied and
compared their use regarding whether prediction was true. Since 2018, there has been
done much research works using artificial intelligence techniques and it has become a
very interesting research field.

B. Attributes to be phishing websites:

This research is concerned with defining the attributes of phishing websites and
10000 data gathered was classified. In this, there are 4 groups such as Address Bar
based Features, Abnormal Based Features, HTML and JavaScript based Features,
Domain based Features. Every group contains websites with 10—16 attributes.

V. EXPERIMENTATION PART

On Colab online platform, data was provided for machine to learn.

Data was first placed in Google drive => My drive folder, then imported the fol-
lowing to Colab.

Here, data will be read, some attributes of phishing websites will be evaluated,
and specific attributes of phishing websites will be brought out. Next, csv placed in
Google drive will be imported.
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Figure 4 — Job sequence inserted into the machine

After the data was provided for machine to learn, the phishing site was labeled =1,
and legitimate site was labeled =0.
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Figure 5. Comparison of phishing and non-phishing data

To identify whether it is phishing site from the attributes of dataset using 5 meth-
ods given below and to evaluate the prediction made through comparison:

» Spearman correlation

» Pearson correlation

» Cosine

» Kendall

» Mutial info

Then, every prediction made will be learned by machine using Logistic regres-
sion.

Evaluation by Spearman correlation:

In this, 4 correlation methods are used for comparison. This shows what functions
have linear correlation when prediction was made by using only Spearman correla-
tion.

If looking at the first 10 columns, it can be concluded that none of the features are
strongly associated with labels. Although NumDash has significant negative effect on
the labels which suggests that higher the number of dashes, the more likely it is a
phishing site.
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Figure 6 — Correlation heatmap of the first 0-10 columns

Regarding the next 20—30 columns, they still don’t have any feature of strong cor-
relation.

Columns 30-40
If looking at the heatmap below, there are several attributes that are linearly corre-

lated to the dep variables.

e [t shows that the higher the values of Insecure Forms, the more the probability
for the site to be a phishing site.

e PctNull Self Redirect Hyperlinks shows positive correlation like Insecure
Forms.

e Fequent Domain Name Mismatch shows there is mean linear correlation in
positive direction.

e Submit Info to Email shows high probability for the sites which ask users to
send their personal information by email to be phishing sites.

PctNullSelfRedirectHyperlinks
FregquentDomainNameMismatch
FakeLinkinstatus:
RightClickDisabled

PopUpWinday

PapUpWine

reF
RelativeFormAct

ApnormalFormact
requentDemainNameMismatch
FakeLinkinstatu:
RightClickDisal
SubmItInfoToE:

PctNullSelfRedirectHyperl

Figure 7 — Correlation heatmap of columns up to 30-40

Columns 40-50

In this group, the only column which can have some correlation with labels is
PctExtNullSelfRedirectHyperlinksRT. It has a negative effect on labels and when the
percentage of redirecting links is 0, the probability for the sites to be phishing in-
creases.
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Figure 8 — correlation heatmap of columns 40-50

The table below shows detection made through comparison of similar correlation
methods.

TABLE 1 — COMPARISON RESULT OF CORRELATION METHODS

Pearson Kendall Cosine similarity Spearman
P s 046 041 0.67 0.5

[PetExtResourceUrls 046 0.41 0.67 05

[PeNulSelfR: s 05 03

[NumNumericChars 04 0.55
046 0.46 0.62 0.5
0.5 0.46 0.46 05
051 0.5
0.32 0.74 03
0.78
0.75
0.87 04

0.56
0.87 0.74 0.88
046

0.75
043 043 0.81 04
0.74 0.88
04 0.72
0.5
0.72

2 ToEmail
[30[UrLengtiRT 0.5 043

Also, it displays that 30 attributes with high correlation were detected. It is clear
from the data detection that methods as Cosine and Kendall are the best. Also, it
shows that the following are the most important attributes:

v PctExtHyperlinks

v" PctExtResourceUrls

v FrequentDomainNameMismatch

v' ExtMetaScriptLinkRT

v" AbnormalExtFormActionR

v" SubdomainLevel.

Predicting phishing sites

First using Logistic regression, the machine will learn to predict whether it is a
phishing site. Evaluation measures will be accuracy score, precision_score, re-
call_score, f1_score.

A. For the machine to learn Logistic models

It aims to perform learning process by repetition using Logistic regression model.
For the machine, it requires several top N attributes. In this, evaluation measures such
as ACCURACY, PRECISION, RECALL, F1 SCORE will be used.

Repetition starts from 1. All 50 attributes will be learned by the machine to obtain

the most appropriate numerical attribute.
71



num_of_features precision recall fl_score accuracy

0 1 0.670000 0.396059 0.497833 0.5945
1 2 0591054 0364892 0.451220 0.5500
2 3 0.803408 0.599218 0.686450 0.7200
3 4 0788251 0.584600 0.671321 0.7175
4 5 0777215 0.609732 0.683361 0.7155
5 6  0.869671 0.735324 0.796875 0.8180
6 7 0884615 0.883744 0.884179 0.8825
7 8 0.850997 0.824187 0.837377 0.8425
8 9 0879771 0911067 0.895146 0.8920
9 10 0.878704 0.924951 0901235 0.8960
10 11 0.884030 0.933735 0.908203 0.9060
11 12 0.892857 0.923154 0.907753 0.9060
12 13 0.902724 0.927073 0.914736 0.9135
13 14 0913876 0.924492 0.919153 0.9160
14 15 0.895257 0.912387 0.9037/41 0.9035
15 16 0.923077 0.924901 0.923988 0.9230
16 17 0.925854 0.925854 0.925854 0.9240
17 18 0.9711650 0.923304 0.917440 0.9155
18 19 0.912916 0.929283 0.921027 0.9200
19 20 0917599 0.920408 0.919002 0.9205

Figure 9 — Logistic regression result when data up to 1-20 was given to be learned

B. Logistic regression result

Logistic regression is the binary classification algorithm to make the probability
for everything to be true or false. Logistic regression calculates logit function. This
logit function is only the probability record of events.

This method is used to predict whether the website is phishing or legitimate based
on the given model.

As shown, the model has increased and decreased during the learning process. In
this, the most important was to obtain the best feature among all measures. Another
thing to notice is the performance of machine for Recall value was inconstant. To se-
lect the best N for which our model has the least variation in Precision and Recall
values, the 7™" attribute was selected from all well-performing measures.

09
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§ 07
= 06
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\\-' Recall Score
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25 5.0 75 100 125 150 175 200
num_of_features

Figure 10 — Graph of Logistic regression result regarding the data 1-20
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Learning will be continued through repetition starting from the 20" attribute to the 50™.
Learning result by Logistic regression regarding the data 20-50:
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Figure 11 — Graph of Logistic regression result when data up to 20-50 was given to be learned

From the graph above, the 27" and 29" are N, the most appropriate attribute. In
other words, it is better for the graph fluctuation regarding Precision and Recall
measures to be less. Also, regarding whether it is a phishing site, the prediction at the
27" and 29" attributes was made correctly. It means that the machine detects phish-
ing sites up to 93 %.

TABLE 2 — LOGISTIC REGRESSION RESULT

Precision Accuracy Recall F1 score
0 0,98 — 0,98 0,98
1 0,98 — 0,98 0,98
Logistic regression 0,93 0,93 0,93 0,93

That this Logistic regression model can now predict up to 93 % with 93 % accu-
racy, and 93 % recall proves high capability of this model to predict phishing and
non-phishing sites. Now this prediction can be checked by Confusion matrix.

Model evaluation and error calculation

It is important to use independent verification and performance measures when
using certain methods and techniques in machine learning. It cannot be said that the
model will work best regarding unprecedented data after machine learns to process
the dataset. VValidation is the process of deciding whether quantitative results measur-
ing the predicted correlation between variables is acceptable as a description of data.

Confusion matrix

There was an attempt to prove the results in machine learning by Confusion matrix.

Confusion matrix is N x N matrix which is used to evaluate classification model
performance and N is the number of target classifications. Matrix compares actual
target values with predicted values by machine learning model. It is possible to check
in detail how well the classification model works, what types of errors it makes.

TB+TN

TB+FP+TN+FN

Accuracy =

Precision is concerned with how many cases among those predicted correctly are
positive.

-
1

TE+FF

Precision =
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Recall shows how many of the actual positive cases the model correctly predicted.

Recall = TF—P_

i

In practice, when F1 Score tries to increase Model precision, Recall can decrease
or increase. It is because Precision and Recall have harmonic mean values, there is
common understanding regarding these two measures.

F1Score=—=———=—

Recall Precision

Now prediction up to 93 % at the 29" attribute will be checked by Confusion
matrix.

[[950 68]

[ 6@ 930]]

Performance for Logistic Model with Top 28 features is precision
[[919 77]

[ 51 953]]

Performance for Logistic Model with Top 29 features is precision :
[[8923 79]

[ &0 248]]

Performance for Logistic Model with Top 38 features is precision :

If looking at Confusion matrix results, 2000 data was tested and it proves that
950/60, 60/930 and sum of these are 2000. Because the learning at the 29™" attribute
started from 0, it can be seen as the 28" attribute. At the 29™ attribute, prediction was
done up to 93 % and it is proved by Confusion matrix.
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True positive (TP)- from actual 2000 attributes, 950 were positive and this model
predicted 950 positive attributes.

True negative (TN)- from actual 2000 attributes, 930 were negative and this mod-
el predicted 930 negative attributes.

False positive (FP)- from actual 2000 attributes, 60 were negative, but the model
falsely predicted 60 attributes as positive.

False negative (FN)- predicted values were predicted falsely. Of the actual 2000
attributes, 60 were positive, but the model falsely predicted 60 attributes as negative.

From the above, it is clear when checking 2000 data by Confusion matrix, predic-
tion was correct as given 950 + 930 = 1880. That logistic regression model predicted
up to 93 % without any error was proved as true.

CONCLUSION

This research is concerned with the following:

v There was included the literature review regarding how cybercrime is at an
international level by studying research works concerned.
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v" Quantitative indicators have been brought out through comparison by analyz-
ing the current situation of cybercrimes in Mongolia.

v" Literature review was done regarding cybercrime in Mongolia.

v A study was done to determine the education level, age, and gender of those
committing cybercrimes.

v Machine learning methods and techniques were studied and compared.

v" The review was written through the study on phishing attack as the main repre-
sentative of social engineering.

v’ Data attributes were evaluated to detect phishing attack. In this, specific
features of phishing sites were bought out using Pearson, Spearman, Kendall, and
Cosine methods.

Based on Logistic regression method, model was learned by the machine. 80 % of
data was provided for the machine to learn, and 20 % was experimented. It has been
proved that the use of indicators such as Precision, Recall, F1 to detect phishing web-
sites are highly possible.

From the experiment, it is obvious that attribute 29 is N- a very appropriate attrib-
ute. It means learning machine detects phishing sites by 93 % when processing the
29 attribute. The less the graph fluctuation regarding Precision and Recall measures
is, the better it would be, and prediction of phishing sites was true. On the other
hand, machine detects phishing sites when processing the 29'" attribute.

This model can now predict up to 93 % and it proves that it has high capability to
predict phishing and non-phishing sites.
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