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SYSTEMS OF DIFFERENTIAL EQUATIONS IN THE LEBESGUE SPACES 

 
Herein, we investigate systems of nonautonomous differential equations with generalized coefficients 

using the algebra of new generalized functions. We consider a system of nonautonomous differential equations 

with generalized coefficients as a system of equations in differentials in the algebra of new generalized func-

tions. The solution of such a system is a new generalized function. It is shown that the different interpretations 

of the solutions of the given systems can be described by a unique approach of the algebra of new generalized 

functions. In this paper, for the first time in the literature, we describe associated solutions of the system of non-

autonomous differential equations with generalized coefficients in the Lebesgue spaces )(TLp
 with functions that 

satisfy the linear growth condition. 

Key words: algebra of new generalized functions, differential equations with generalized coefficients, 

functions of finite variation. 

 

Системы дифференциальных уравнений в пространствах Лебега 

 
Исследуются системы неавтономных дифференциальных уравнений в алгебре новых обобщен-

ных функций. Система неавтономных дифференциальных уравнений с обобщенными коэффициентами 

рассматривается как система уравнений в дифференциалах в алгебре новых обобщенных функций. 

Решением таких систем является новая обобщенная функция. Показано, что различные интерпретации 

решений данных систем могут быть описаны при помощи единственного подхода, использующего новые 

обобщенные функции. В статье, в отличие от предшествующих работ, описаны ассоциированные ре-

шения систем неавтономных дифференциальных уравнений с обобщенными коэффициентами в про-

странствах Лебега )(TLp
, содержащие функции, удовлетворяющие условию линейного роста. 

Ключевые слова: алгебра новых обобщенных функций, дифференциальные уравнения с обобщен-

ными коэффициентами, функции ограниченной вариации. 

 

Introduction 

In this paper, we will consider the following system of equations with generalized 

coefficients on RaT  ];0[  
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q

j

jiji ,1),())(,()(
1




                                              (1) 

 

,)0( 0xx                                  (2) 
 

where qjpif ij ,1,,1,   are some functions, )](),...,(),([)( 21 txtxtxtx p  and )(tLj , 

qj ,1  are functions of finite variation on T . )(tLj  are derivatives in the distributional sense 

or we can say that )(tLj  are derivatives in the Schwartz space. In general, since )(tLj  is the 

distribution and ))(,( txtf ij
 not smooth functions, the products )())(,( tLtxtf jij  are not well 

defined and the solution of system (1) essentially depends on the interpretation. System (1) 
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can describe the model of the rocket flight process or the model of the control problems with 

impulse actions. Let us recall some approaches to the interpretation of system (1). 

The first approach is concerned with considering the system of equations in the 

framework of the distribution theory. According to this approach, once the product of distri-

butions from some classes is defined, then one tries to find the solution of the system of equa-

tions (1) in these classes of distributions. For example, in papers [1; 2] the product of some 

distributions and discontinuous functions was defined. See also monograph [3] for another 

definition. Notice that the solutions of system (1) obtained using the products from [1–3] are 

different. 

The second approach is to interpret system (1) as the following system of integral 

equations: 

pisLsxsfxtx
q

j

t

jijii ,1,)())(,()(
1 0

0  


 , 

 

where the integrals are understood in the Lebesgue-Stieltjes, Perron-Stieltjes, etc., sense [4; 5]. 

But in this approach the solution of the system of integral equations depends on the 

interpretation of the integral and the definition of the functions )(txi  in the discontinuity 

points of )(tLj . 

The third approach is based on the idea of the approximation of the solution of system (1) 

by the solutions of the system of ordinary differential equations, which are constructed using 

the smooth approximation of the functions )(tLj . In monograph [3], it is shown that in this 

case the limit of the solutions of the smoothed equations exists. 

In this paper, we will consider the system of equations (1) using the algebra of new 

generalized functions from [6]. Thus, we will interpret system of equations (1) as a system 

of equations in the differentials in the algebra of new generalized functions. Such interpreta-

tion says that the solution of system (1) is a new generalized function. In papers [7; 8] an or-

dinary nonlinear equation with generalized coefficients in the algebra of new generalized 

functions is considered. 

In previous papers [9–12] the general view of system (1) were considered. 

The coefficients in such systems are generalized derivatives of arbitrary functions of finite 

variation )(tLj
. Using the given sequence of numbers 0

n
h  we construct a sequence of ap-

proximating equations, and the generalized solution is defined as the limit of a sequence 

of the solutions of approximating equations. 

It is found that generalized solution exists only under some additional conditions for 

the behaviour of the sequence nh  in the case of discontinuous functions )(tLj
 and different 

generalized solutions exist for different sequences nh . 

In papers [13; 14] the system of nonlinear differential equations, the coefficients 

of which are generalized derivatives of the continuous function of finite variation )(tLj
 

is investigated. 

The main purpose of this article is to show that under some conditions this new gener-

alized function associates with some ordinary function, which is natural to call the solution 

of system (1). 

We will describe associated solutions of the approximated systems used in previous 

similar articles, we will obtain the main results in the Lebesgue spaces )(TLp
as in [15], but 

we will consider that functions qjpif ij ,1,,1,   are functions that satisfy the linear growth 

condition. 
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The algebra of new generalized functions 

In this section, we recall the definition of the algebra of new generalized functions 

from [6]. At first, we define an extended real line 
~

 using a construction typical for non-

standard analysis. 

Let }:){( 1 NnallforRxx nnn  
  be a set of real sequences. We call two se-

quences }{ nx  and }{ ny  equivalent if there is a natural number N  such that nn yx   

for all .Nn   

The set 
~

 of equivalence classes is called the extended real line, and any of the clas-

ses a generalized real number. 

It is easy to see that 
~

R  because one may associate with any ordinary number 

Rx  a class containing a stationary sequence with .xxn   It is evident that 
~

 is an algebra. 

The product yx~~  of two generalized real numbers is defined as the class of sequences equiva-

lent to the sequence },{ nn yx  where }{ nx  and }{ ny  are the arbitrary representatives of the 

classes x~  and y~ , respectively. 

For any segment RaT  ];0[  one can construct an extended segment T
~

 in a similar 

way. Let H  denote the subset of 
~

 of nonnegative „infinitely small numbers”: 
 

}.0lim,0}],[{
~

:
~~

{ 


n
n

nn hNnallforhhhhH          (2) 

 

Consider the set of sequences of infinity differentiable functions )}({ xfn  on R . We 

will call two sequences )}({ xfn  and )}({ xgn  equivalent if for each compact set RK   there 

is a natural number N  such that )()( xgxf nn   for all Nn   and Kx . The set of classes 

of equivalent functions is denoted by )(R  and its elements are called new generalized func-

tions. Similarly one can define the space )(T  for any interval ].;0[ aT   

For each distribution f  we can construct a sequence }{ nf  of smooth functions such 

that nf  converges to f  (i.e., one can consider the convolution of f  with some  -sequence). 

This sequence defines the new generalized function that corresponds to the distribution f . 

Thus the space of distribution is a subset of the algebra of new generalized functions. Howev-

er, in this case, infinitely many new generalized functions correspond to one distribution 

(e. g. by taking a different  -sequence). We will say that the new generalized function 

}][{
~

nff   associates with the ordinary function or distribution f  if nf  converges to f  

in some sense. 

Let }][{
~

nff   and }][{~
ngg   be generalized functions. Then the composition gf ~~

  

is defined by )(}][{~~
Rgfgf nn   . Similarly, one can define the value of the new gene-

ralized function f
~

 at the generalized real point 
~

}][{~
nxx  as }].([{)~(

~
nn xfxf   

For each Hhh n  }][{
~

 and )(}][{
~

Rff n   we define a differential )(
~

~ Rfd
h

  

by )}].()([{
~

~ xfhxffd nnnh
  The construction of the differential was proposed by 

Lazakovich (see [6]). 

Now we can give an interpretation of system of equations (1) using the introduced 

algebras. Let TattL  ];0[),(  be a right-continuous function of finite variation. We replace 
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ordinary functions in system (1) by corresponding new generalized functions and then write 

differentials in algebra. 

So we have 
 

pitLdtxtftxd
q

j

j

h

iji

h
,1),

~
(

~
))

~
(~,

~
(

~
)

~
(~

1

~~ 
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 (3) 

 

with the initial value ,~~
0)

~
;0

~
[

xx
h
  where }],[{~,}][{

~
,}][{

~
nnn xxTttHhh 

}],[{
~

nff   }][{~
00 nxx   and }][{

~
nLL   are elements of )(R . Moreover f

~
 and L

~
 are as-

sociated with f  and L , respectively. If x~  is associated with some function x  then we say 

that x  is a solution of system (3). 

The following theorem from [16] gives necessary and sufficient conditions for the ex-

istence and uniqueness of the solutions of system (3). 

Theorem 2.1. If the following equality holds for some representatives 
 

,
~

}{,
~

}{ jj
n

ijij
n LLff   ,~}{ ii

n xx   
ii

n xx 00
~}{  , 

 

for all sufficiently large Nn  and for all ....,1,0l  
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then a solution of system (3) exists and is unique. 

The purpose of the present paper is to investigate the case when the solution x~  of sys-

tem (3) is associated with some function and to describe all possible associated solutions. 

 

Main results 

In this section, we will formulate the main results of this article. 

In this paper, we consider specific types of representatives of the new generalized 

functions (mnemofunctions). We take the following convolutions as representatives of L
~

 

from system (3) 
 

 

)(

1

0

,)()())(()(

n

j
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n

jj
n

j
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

                                           (4) 

 

where 
 

 

1

0

1)(],1;0[sup,0),)(()()( dsstnnt jjjjjjj
n   
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nn ff   



 

1]1;0[

1010

1 ,1...),...,,(~),(~

z

zz
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If the function )(nj  is some monotonic function such as 




)(lim

0

nj

n
nh

 , we will 

assume that for wj ,1  




n
j

n
hn

nh

)(lim

0

  and for qwj ,1  .0)(lim

0






n
j

n
hn

nh

  

Using representatives, we can rewrite system (3) in the following form: 
 











 


)()(
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The solution x~  of system (3) is associated with some function if and only if the 

sequence }{ nx  of the solutions of system (5) converges. 

Therefore, we have to investigate the limiting behavior of the sequence }{ nx . 

Let t  be an arbitrary point of .T  There exist Nmt   and );0[ nt h  such that 

.ntt hmt   Set ntk kht   for .,...,1,0 tmk   Then the solution of system (5) can be 

written as 
 


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Let ];0[,,1),( aTtqjtLj   be a right-continuous function of finite variation. We 

will assume that )()( aLtLj   if at   and )0()( LtLj   if 0t . Let us denote by 

)(var)(var
1

uLuL j
q

j TuTu

 

 the total variation of the function ],...,,[ 21 qLLLL   on the interval T .  

Suppose that f  is a function that satisfy the linear growth condition with a constant M  then 

for all Rx  and :Tt  
 

)1(),( xMxtf  .      (7) 
 

In order to describe the limits of the sequence nx , we consider the following system of 

integral equations 
 

ziLxSsdLsxsfxtx
q

j

t

t

rrr

ijcijii

r

,1,))(),(,()())(,()(
1 0

0  
 




           (8) 

 

where )(tL jc  is the continuous part and )(tL jd  is discontinuous part of the function )(tL j , 

 ,...2,1, r
r

  discontinuity points of the function )(tL j , qj ,1 , 

)()()( 
r

jd

r

jd

r

j LLL  , qj ,1  is the size of the jump 
 

),,,,0(),,,1(),,( uxuxuxS iii    
 

where ),,,( uxti   is the solution of the integral equation 
 

 



w

j

t

ijjii sdHuxsfuxuxt
1 0

)1()),,,(,(),,,(   
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.,1,)),,,(,(
1 0

zidsuxsfu
q

wj

t

ijj   


  

 

Here and in what follows all integrals are understood in the Lebesgue-Stieltjes sense.  

Theorem 3.1. Let qjzif ij ,1,,1,   are functions that satisfy the linear growth con-

dition (7) and jL  right-continuous functions of finite variation. Suppose that 

 
T

tn
dtxx 0)(

00
  in the space )(TLp

 as ,n  0
n

h , )(nj  and 
n

j hn)(  

for wj ,1  and 0)( 
n

j hn  for qwj ,1 , then the solution )(tx
n

 of (5) converges to the 

solution )(tx  (8) in )(TLp
. 

Theorem 3.2. Under the condition of theorem 2.1. let qjzif ij ,1,,1,   are func-

tions that satisfy the linear growth condition (7) and jL  right-continuous functions of finite 

variation. 

Suppose that  
T

tn
dtxx 0)(

00
  in the space )(TLp

 as ,n 0
n

h  )(nj  

and 
n

j hn)(  for wj ,1  and 0)( 
n

j hn  for qwj ,1 , then the associated solution 

of (3) is the solution of (8) in the space )(TLp
. 

Similar results for the system of nonautonomous differential equations in the space 

)(1 tL  have been obtained in [10]. 

Definition 3.3. We say that the function )(tx  is an I-associated (S-associated) solution 

of the system of equations in differentials (3) if it is associated solution (3) under conditions 

that 




n
j

n
hn

nh

)(lim

0

  ( .0)(lim

0






n
j

n
hn

nh

 ) and the representatives of the functions f
~

 and L
~

 

are set by formula (4). In this case, we name 
j

h
Ld
~

~  as an I-associated (S-associated) coeffi-

cient. 

Let RRf z : . We set 
 

 
zn

nnn dssstftftf
]/1,0[

,)(~)())(~()(   

 

where ),()(~ z

n RCt  ,0)(~ tn  supp ,]/1,0[)(~ z
n nt   

zn
n dss

]/1,0[

,1)(~  .Nn  

Consider the case when nnj )(  then ),(~)(~ ntnt z

n   ),()(~ z

n RCt   supp

,]1,0[~ z  
z

n dss
]1,0[

,1)(~ .Nn  

Remark 3.4. Let nnj )( , then we can define the set H  from (2) using the following 

subsets: 
 

},
~

,0,),(
1

:
~

{ hhallforhnh
n

HhI nnn    

 

}.
~

,,0),
1

(:
~

{ hhallfornh
n

hHhS nnn    

 

We name the generalized differential 
h

d ~  as I-generalized (S-generalized) differential 

and denote I

h
d ~  ( S

h
d ~ ), if Ih 

~
 ( Sh 

~
). 
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Note, that the I-generalized (S-generalized) differential makes sense only for the new 

generalized function jL
~

 with representatives (4), where .)( nnj   

According to equation (3), we will consider the systems of equations with  

I-generalized and S-generalized differentials: 
 

 

(9) 

 

 
 

 

 

 

(10) 

 

 
 

Remark 3.5. In case nnj )(  definition 3.3 will take the following form: we will 

say that the function )(tx  is the I-associated (S-associated) solution of a system of equations 

in differentials (3) if it is associated solution (9) ((10)).  

Let nnj )( . In order to describe the limits of the sequence nx  we consider the fol-

lowing system of integral equations 
 

zisdLsxsfxtx
q

j

t

jijii ,1),())(,()(
1 0

0 


                                   (11) 

 

Theorem 3.6. Let qjzif ij ,1,,1,   are functions that satisfy the linear growth con-

dition (7) and jL  continuous functions of finite variation. Suppose that  
T

tn
dtxx 0)(

00
  

in the space )(TLp
 than the solution )(tx

n
of (5) converges to the solution )(tx  from (11) 

in the space )(TLp
 as ,n .0

n
h  

Theorem 3.7. Under the condition of theorem 2.1. let qjzif ij ,1,,1,   are func-

tions that satisfy the linear growth condition (7) and jL  continuous functions of finite varia-

tion. Suppose that  
T

tn
dtxx 0)(

00
  in the space )(TLp

, than the associated solution 

of (3) is the solution of (11) in the space )(TLp
 as ,n .0

n
h  

The proof of a similar theorem in another space and in an autonomous case can be 

seen in [11]. 

Let 
jL be right-continuous functions of finite variation, nnj )(  and )(

1
n

ho
n
  

as ,n .0
n

h  In order to describe the limits of the sequence nx , we consider the follow-

ing system of integral equations 
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j

t
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Theorem 3.8. Let qjzif ij ,1,,1,   are functions that satisfy the linear growth con-

dition (7) and 
jL  right-continuous functions of finite variation. Suppose that 














.~~

),
~

(
~

))
~

(~,
~

(
~

)
~

(~

0

)
~

,0[

1

~~

xx

tLdtxtftxd

h

q

j

jI

h

ijiI

h














.~~

),
~

(
~

))
~

(~,
~

(
~

)
~

(~

0

)
~

,0[

1

~~

xx

tLdtxtftxd

h

q

j

jS

h

ijiS

h



МАТЭМАТЫКА 119 

 
T

tn
dtxx 0)(

00
  in the space )(TLp

 than the solution )(tx
n

of (5) converges to the solu-

tion )(tx  in the space )(TLp
 (12) as ,n 0

n
h , and )(

1
n

ho
n
 . 

Theorem 3.9. Under the condition of theorem 2.1. let qjzif ij ,1,,1,   are func-

tions that satisfy the linear growth condition (7) and jL  right-continuous functions of finite 

variation. Suppose that  
T

tn
dtxx 0)(

00
  in the space )(TLp

as ,n 0
n

h  than the 

I-associated solution of (3) is the solution of (12) in the space )(TLp
 as ,n 0

n
h . 

Similar results for the system of autonomous differential equations in other spaces 

have been obtained in [12]. 

Let jL be right-continuous functions of finite variation, nnj )(  and )
1

(
n

oh
n
  

as ,n .0
n

h  In order to describe the limits of the sequence nx , we consider the follo-

wing system of integral equations 
 

ziLxSsdLsxsfxtx
q

j

t

t

rrr

ijcijii

r

,1,))(),(,()())(,()(
1 0

0  
 




   (13) 

 

where ),,,,0(),,,1(),,( uxuxuxS iii    and ),,,( uxti   is the solution of the integral 

equation 
 

 



q

j

t

ijjii zidsuxsfuxuxt
1 0

.,1,)),,,(,(),,,(   

 

Theorem 3.10. Let qjzif ij ,1,,1,   are functions that satisfy the linear growth 

condition (7) and jL  right-continuous functions of finite variation. Suppose that 

 
T

tn
dtxx 0)(

00
  in the space )(TLp

, then the solution )(tx
n

of (5) converges to the solu-

tion )(tx  from (13) in the space )(TLp
 as ,n 0

n
h  and )

1
(
n

oh
n
 . 

Theorem 3.11. Under the condition of theorem 2.1. let qjzif ij ,1,,1,   

are functions that satisfy the linear growth condition (7) and jL  right-continuous functions 

of finite variation. 

Suppose that  
T

tn
dtxx 0)(

00
  in the space )(TLp

 as ,n 0
n

h , then the 

S-associated solution of (3) is the solution of (13) in the space )(TLp
 as ,n 0

n
h . 

Similar results for such a system of autonomous differential equations in another  

spaces have been obtained in [17; 18]. 

 

Conclusion 

The systems of nonautonomous differential equations with generalized coefficients 

using the algebra of new generalized functions are investigated. It is shown that different in-

terpretations of the solutions of the given systems can be described by a unique approach of 

the algebra of new generalized functions. 
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In this paper, for the first time in the literature, we describe associated solutions of the 

system of nonautonomous differential equations with generalized coefficients in the Lebesgue 

spaces )(TLp
 with functions that satisfy the linear growth condition. 
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