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Abstract –  The identification o f  attack class plays great 
role in intrusion detection. In this paper the method o f  
recognition o f a class o f  attack by means o f  the 
cumulative classifier with nonlinear recirculation neural 
networks as private detectors is described, strategy o f  
detector selection –  by a relative reconstruction error, 
relative cost o f  recognition error and mutual cost o f  
recognition error are considered. Results o f  experiments 
are compared to results o f  similar researches.

Keywords –  intrusion detection, classifier, recirculation 
neural networks, dynamic classifier selection

I . I n t r o d u c t io n
Incessant distribution of application of information 
technologies to all spheres of human activity constantly 
puts new requirements to a level o f security of 
information systems. Intrusion detection systems (IDS) 
already became a standard component of an infrastructure 
of network security. In spite of the fact that exist and 
constantly there are new methods of the analysis of 
network activity by means of various technologies of data 
mining [1], the basic technology o f detection of attacks 
still is signature search. Its basic shortcoming -  
insufficient flexibility at detection of the modified attacks
[2]. Considerably the best results at definition of the 
modified and new attacks are capable to show the systems 
using artificial neural networks [3-11]. Artificial neural 
networks (ANNs) have potential for the decision of a 
plenty of the problems covered by other modem 
approaches to intrusion detection. ANN have been 
declared alternatively to components of the statistical 
ana’ysis of systems of anomaly detection. Neural 
networks have been specially suggested to identify typical 
characteristics of users of system and statistically 
significant deviations from the established operating 
mode of the user [2].

In this paper the method of recognition of attack class on 
the basis of the analysis o f the network traffic is 
described. Training and testing of ANNs was made on 
KDD’99 database which contains records describing 
TCP-connections including 41 parameter from processed 
DARPA 1998 Intrusion detection evaluation database 
[12]. The given data base includes normal connections, 
and also the attacks of 23 types belonging to four classes: 
DOS -  «denial-of-service» - refusal in service, for 
example, a Syn-flood; U2R -  not authorized access with 
root privileges on the given system, for example, various 
attacks of buffer overflow; R2L -  not authorized access 
from the remote system, for example, password selection; 
Probe -  analysis of the topology o f a network, services 
accessible to attack, carrying out search of vulnerabilities 
on network hosts.

Paper is organized as follows. In section 2 variants of IDS 
architecture are described. In section 3 principles of 
application of the nonlinear recirculation neural networks 
(RNNs) for definition of an accessory of an entrance 
image to the given class are considered. Section 4 is 
devoted to application of fusion of classifiers on the basis 
of RNNs and a technique of the analysis and optimization 
of their teamwork. Conclusions are given in 5 section.

П. IDS STRUCTURAL ORGANIZATION
There are two basic technologies in intrusion detection: 
anomaly detection and misuse detection. Their basic 
difference consists that at use of the first the normal 
behavior of the subject is known and deviations from this 
behavior are searched while at use of the second attacks 
which are searched and distinguished among normal 
behavior. Both techniques eliminate each others defects, 
owing to what the best results of detection can be reached 
only applying them simultaneously (Figure I), within the 
limits of different IDS subsystems [9] or with use of the 
combined detection methods [10].

Fig. I -  Simplified IDS structure with the anomaly detector 
and the block of recognition of attack

Acting on an input of system the network traffic passes 
preprocessing then data about network connections act on 
an input of the detector of anomalies and the block of 
recognition of attack. Thus on quality of work of the first 
depends -  whether it will be found out, in fact if the 
detector of anomalies characterizes connection as normal, 
the result of recognition means is not so important. The 
method of its training is applied to improvement of 
finding out ability of the anomaly detector on the 
combined data set -  normal connections and attacks [10] 
that leads to a combination in it of both technologies.

It is proved [13, 14], what the best results at classification 
(even a question -  «attack or not?» is definition of an 
accessory to a class of attacks or a class of normal 
connections; not speaking already about definition of a 
class of attack) give classifiers independent from each 
other. The basic problem in system engineering from 
several independent detectors or classifiers becomes a 
question of a choice of the most plausible value among 
the results which are given out by different classifiers (a
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dynamic classifier selection - DCS). In case of application 
of "too independent" detectors there is a danger, that 
construction of the general estimation will be complicated 
because of incommensurable or incomparable outputs of 
detectors. So, in case of application of RNNs as the 
anomaly detector and multilayered perceptron (MLP) as 
the misuse detector [9], it is possible to operate only with 
ans wers of detectors -  attack or not -  and any others more 
or less comparable characteristics (reconstruction error on 
the anomaly detector and values o f MLP outputs are not 
comparable).

There are much more abilities for construction of a 
cumulative estimation of the general classifier at use of 
independent detectors of the identical nature. In this case 
outputs of each separate detector are comparable among 
themselves, also various DCS methods can be applied: an 
average estimation, the maximal vote, a “a posteriori” 
method, etc. [13], or as described in section 4.

III. RNNS BASED DETECTORS
A. The anomaly detector
Recirculation neural networks (Figure 2) differ from 
others ANNs that on the input information in the same 
kind is reconstructed on an output. They are applied to 
compression and restoration of the information (direct and 
return distribution of the information in the networks 
«with a narrow throat») [15], for definition of outliers on 
a background of the general file of entrance data [16].

Fig. 2 -  M  layers RNN structure 
Ni-  quantity of neural elements In i-th layer, N M -N l -  

quantities of neural elements In entrance and target layers 
arc equal

negative (FN) errors, basing on cost characteristics of the 
given errors -  FN error seems to be more expensive, than 
FP error, and its cost should be higher [10].

B. Private classifiers
The described technique of definition of an input vector 
accessory to one of two classes -  "normal" or "attacks", 
that is "not-normal" -  it is possible to use in opposite way. 
If at training the detector of anomalies we used normal 
vectors which were restored in itself, and the conclusion 
about their accessory to a class "normal" was made, 
training the detector on vectors-attacks which should be 
restored in itself, it is possible to do a conclusion about 
their accessory to a class of "attack". Thus, if  during 
functioning of this detector the reconstruction error (I) 
exceeds the certain threshold, given connection it is 
possible to carry to a class "not-attacks", that is normal 
connections. As training is conducted on vectors-attacks 
the given approach realizes technology of misuse 
detection, and its use together with previous technique is 
righteous.

Thus, one RNN can be applied to definition of an 
accessory of input vector to one of two classes -  to on 
what it was trained (class A  ), or to the second (class 
A  ), to which correspond outliers:

X k є  A, i f  E k < T, 

X k є  A , i f  E k >  T.
(2)

Worth to note that is possible to train RNN in the special 
way [10] on connections of both classes so that to raise 
quality of detection on conditions (2).

As already it was mentioned above, database KDD 
includes normal connections and also attacks of four 
classes which considerably differ from each other. 
Therefore it is advisable to train detectors for each of five 
classes separately, not uniting all classes of attacks in a 
single whole.

Nonlinear RNNs have shown good results as the detector 
of anomalies [9, 10]: training RNN is made on normal 
connections so that input vectors on an output were 
reconstructed in themselves, thus the connection is more 
similar on normal, the less reconstruction error is:

E k =  J ^ ( X k- X k) 2, (I)

Here again there is a problem of a choice of a threshold T 
for each concrete detector. If  for the anomaly detector it 
was possible to speak at once, that cost of FN error is 
higher, than cost o f FP error, in case of the detector for a 
class of attacks R2L it is herd to tell what will be worse -  
FP error (that is to name “R2L” connection to this class 
not concerning -  attack o f other class or normal 
connection) or FN detection of the given attack (on the 
contrary).

, ------- A

where X j -  y'-th element of £-th input vector, X  у -у -th

element k-th output vector. Whether E k > T  , where T- 
certain threshold for given RNN connection admits 
anomaly, or attack, differently -  normal connection. Thus 
there is a problem of a threshold T value determination, 
providing the most qualitative detection of abnormal 
connections. It is possible to get threshold value 
minimizing the sum of false positive (FP) and false

Many researchers [17] use a cost matrix for definition of 
cost of errors F  (Table I). AveragevaluesofFPandFN 
errors for each class can be calculated as follows:

Z fJ1
t?FP _  J> J * 1 r?FN _ J >

F‘ = ~ л Г Т ’ ‘ =~ F X '
(3)
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Table I. The cost matrix F  of incorrect classification of 
attacks

Real class Prospective class
normal dos probe r21 u2r

I normal 0 2 I 2 2
2 dos 2 0 I 2 2
3 probe I 2 0 2 2
4r21 4 2 2 0 2
5 u2r 3 2 2 2 0

where N -  quantity of classes (N=5). Proceeding from the 
given matrix it is possible to draw a conclusion, that FP 
error for the detector of a class “normal” on the average 
has cost 2,5 (the sum of elements of a column “normal” 
divided by 4), and average FN error will cost 1,75 (the 
sum of elements of a line “normal” divided by 4). As FP 
error of the detector of a class “normal” is as a matter of 
attack undetection, that is FN error of all system, and FN 
error of the detector of a class “normal” -  false detection 
(FP error) o f all system, the given parity repeats told 
above, that FN errors of system are more expensive than 
FP.

It is similarly possible to calculate average costs of errors 
F ff and F fn for Vl Є [1..5] - that is for detectors of 
all classes (Table 2).

On the basis of the given costs it is possible to choose 
value of a threshold which minimizes a total average error 
on training or validation data base.

C. Experimental results
For an estimation of efficiency of the offered approach a 
number of experiments is lead. Private detectors for each 
class are trained, and all over again the training set got out 
of ill base KDD, then from connections on concrete 
services -  FfiTP1 FTP_DATA, TELNET. Nonlinear 
RNNs were used with one hidden layer with function of 
activation a hyperbolic tangent and logical sigmoid 
function of activation in a target layer. Quantity of neural 
elements in input and target layers according to quantity 
of parameters of input data -  4 1, in the hidden layer -  50.

After each detector was trained the testing on training 
samples was conducted with the purpose of a finding of 
value of threshold T at which average cost of an error is 
minimal. In the further the testing of trained detectors was 
made on test samples with threshold values received 
before (Table 3).

IV . F u s io n  o f  p r iv a t e  c l a s s if ie r s
A. Joint functioning
As it was told above the best classification results can be 
achieved using several independent classifiers of the 
identical nature, because construction of the general 
estimation from private can be made by greater number of 
methods. We shall unite the private detectors trained in 
the previous section in one general (Figure 3).

The basic problem in construction o f such classifier 
becomes definition of a cumulative estimation proceeding

from estimations of private detectors. In works of various 
researchers (for example [13]) the set of methods, such as 
a finding of average value for each class on the basis of 
indications of all classifiers, the sum of votes for each
Table 2. Average costs of errors of detectors of each class

Class
Cost

FtFP F fn
I normal 2,5 1,75
2 dos 2 1,75
3 probe 1,5 1,75
4r21 2 2,5
5 u2r 2 2,25

Table 3. Results of testing of detectors

Service Threshold FP, % FN, % Average
cost

ALL
normal 0,00070 12,56 6,68 0,1844
dos 0,00214 4,33 1,09 0,0542
probe 0,00120 7,79 14,21 0,1675
r21 0,00116 2,87 5,38 0,0947
u2r 0,00112 7,07 5,54 0,1323

HTTP
normal 0,00620 2,4 0,17 0,0214
dos 0,00290 1,5 0 0,0098
probe 0,00114 0 0 0
r21 0,00110 0 0 0

FTP DATA
normal 0,00123 6,8 2,72 0,0841
dos 0,00340 0 0 0
probe 0,00132 0 0 0
r21 0,00114 5,17 0,25 0,0463
u2r 0,00126 0 0,07 0,0009

TELNET
normal 0,00036 44,4 1,31 0,2394
dos 0,00650 0 0 0
probe 0,00162 0 0 0
r21 0,00136 3,33 0 0,0294
u2r 0,00076 5,91 2 0,0907

Fig. 3 -  Fusion of Independent private classifiers in one 
general

class, methods of an estimation «a priori» and «a 
posteriori» is considered. These methods mean that each 
classifier states a private estimation concerning an 
opportunity of an accessory of input image to at once 
several classes, and these classes are identical to all 
classifiers. However in our case classes, about an
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accessory to which each classifier judges, first, are 
various, secondly, are crossed. Therefore all the methods 
listed above are not applicable.

B. Dynamic classifier selection
The general classifier consists from N=5 private 
detectors, each of which has a threshold Ti . Values of
thresholds got out proceeding from minimization of 
average cost of errors. To make estimation values 
comparable it is enough to scale reconstruction error on a 
threshold. Then (2) will be:

X k є  Ai , i f  S k <  I, 

X k e A t , i f  S k >  I,
(4)

E k
where 8,k =  —— - a relative reconstruction error. Thus,

Ti

than less S k , the probability of accessory of an input 

image X k to a class Ai is higher. Therefore it is
possible to allocate the first method of determination of a 
cumulative estimation -  by the minimal relative 
reconstruction error.

\xk є  Am,

S k =  m in  Si .
L. і

(5)

As the purpose of improvement of efficiency of 
classification is the minimization of erroneous 
classification expressed in minimization of average cost 
of classification, in construction of a cumulative 
estimation it is possible to act the same as at the choice of 
a threshold in private detectors -  to consider cost of
erroneous classification. If S k - a characteristic of
probability of error of classification on i-th detector the 
estimation of possible average cost of error on each of 
detectors will be equal:

Q *  =
N - 1

(6)

The estimation (6) shows, what ability of loss in cost if 
we shall name a vector belonging to j-th  class by a vector 
of i-th class, i. e. i-th classifier instead of j-th  will be 
chosen. On the basis of the given estimation we shall 
allocate the second method of a cumulative estimation 
determination -  on the minimal possible cost o f  false 
classification:

x k є  Am,
Q * = m in f2 * .

(7)

Besides it is possible to consider mutual influence of 
possible errors — to add up an estimation Q.k and an
estimation of a prize in cost if  i-th classifier instead of 
wrong j-th  will be chosen:

-* ,* )* • ,
VI/* _  JJ*‘___________

’’ N - 1
( 8)

Then on the basis of estimations (6) and (8) it is possible 
to allocate the third rule of winner detector selection -  on 
the minimal possible mutual cost o f  false classification:

m in (Q *  + ¥ * ) . (9)

C. Experimental results
Efficiency of the general classifier functioning we shall 
check up experimentally in such way as private detectors 
from section 3. Results are presented in Table 4.
Table 4. Results of detection and recognition of attacks by 
the cumulative classifier

DCS FP,
%

FN,
%

Quality of recognition Av.
costdos,

%
probe

%
r21,
%

u2r,
%

ALL
(5) 10,8 2,3 98,2 96,6 91,9 100 0,061
(7) 30,8 0,9 97,8 99,3 92,5 100 0,076

_C9) 18,8 0,7 98,3 98,0 93,1 98,2 0,074
H TlT

(5) 0 0,1 99,8 100 100 - 0,001
(7) 0 0,1 99,8 100 0 - 0,287
(9) 0 0,1 99,8 100 100 - 0,001

FTP DATA
(5) 0,7 1,1 100 100 96,7 100 0,043
(7) 0,7 1,1 100 100 96,7 100 0,043
(9) 27,3 0,4 100 77,6 98,7 100 0,173

TELNET
(5) 0 5,3 98,8 100 97,3 85,5 0,150
(7) 0 5,0 97,8 100 98,0 85,5 0,145
(9) 15,0 1,6 98,5 100 98,0 96,9 0,068

Apparently from results, the unequivocal answer to a 
question -  what method is better -  is not present. The 
method of a choice of a final class with use of mutual cost 
(9) can minimize a error, but with substantial growth of 
quantity of false detection (FP), methods (5) and (7) give 
basically comparable results, on some service one is 
better, on some -  another.

V . C o n c l u s i o n s
Let's compare results which have shown experiments with 
use of the described technique and the results received 
within the other researches (Tables 5 and 6).

Comparing values in tables 4-6, it is possible to note, that 
quality of detection of attacks by the described technique 
does not concede (at application of one classifier for all



services) and considerably surpasses (at application of 
separate classifiers for each service) analogues. The level 
of recognition of classes of attacks has considerably 
improved results shown earlier (RNN+MLP), especially 
for attacks of classes r21 and u2r.

Table 5. Results of detection by means of various 
technologies [8]

Technology FN, % FP, %
Datamining [18] 10-30 2
Clusterisation [19] 7 10
K-NN [191 9 8
SVM Г191 2 10

Table 6. Results of recognition of classes of attacks in some 
researches

dos, probe, r21, u2r,
% % % %

KDD-99 Winner 
[20] 97,12 83,32 13,16 8,40

SOM [81 96,70 79,70 18,40 30,00
RNN+MLP [111 99,98 98,78 45,20 3,84

The shortcomings of the given technique which it is 
necessary to work on in the further: strong dependence of 
quality of detection on threshold values of private 
detectors. Values of thresholds are determined proceeding 
from cost parities which base on an expert estimation, 
therefore construction of techniques of determination of 
the best values of thresholds only will improve quality 
and stability of work of system.

Thus, it is possible to draw a conclusion, that the method 
of the cumulative classifier on the basis of nonlinear 
recirculation neural networks as private detectors can be 
applied with success to the solving of problems of 
recognition of network attacks and other problems of 
recognition of images.
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