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Preface
Welcome to ICNNAI'2006, the fourth International Conference on Neural Networks and 
Artificial Intelligence, which is held in Brest, Belarus.

It is hosted and organized by Ministry of Education of Republic of Belarus; Brest State 
Technical University; Special Interest Group of International Neural Networks Society 
(Belarus SIG of INNS); and our Laboratory of Artificial Neural Networks.

Also it is in close collaboration with the Belarus State University of Informatics and 
Radioelectronics; United Institute of Informatics Problems of the National Academy of 
Sciences; and Japanese Embassy in Minsk.

The conference aims are to present and discuss together with researchers all over the world the 
research results and their applications in the broad field of neural computations as well as to 
make new state of the art emerge by reviewing our present perspectives.

It is intended to support a worldwide exchange of ideas and to faster dialogues among 
researchers.

The contributions to the ICNNAI'2006 cover fundamental and applied aspects in the broad 
field of neural computations.

After reviewing, the International Program Committee has accepted 32 submissions. Each of 
the accepted papers was reviewed by at least two referees. We would like to thank the referees 
for this painful task, which was the most important step in the selection process.

In addition to those great contributions to the regular oral sessions, the program includes three 
plenary talks and one mini workshop on the hottest topics of the field, all by the world top 
level researchers.

We also would like to thank all those who contributed to the organization of this conference.

On behalf of the Organizing Committee, we want to welcome all of the participants to 
ICNNAI-2006, the International Conference on Neural Networks and Artificial Intelligence 
2006.

We hope this Conference will be very successful and fruitful to all o f us, and will contribute to 
a further development in the field of Neural Networks and Artificial Intelligence.

Vladimir Golovko Rauf Sadykhov Akira Imada
Chair-parson Co-chair Co-chair
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Artificial Intelligence and Neural Networks 
The Legacy of Alan Turing and John von

Neumann
Heinz Muehlenbein

Fraunhofer Institut Autonomous intelligent Systems 
Schloss Birlinghoven 53757 Sankt Augustin, Germany 

heinz.muehlenbein@online.de, http:// www.ais.fraunhofer.de/~muehlen

Abstract—The work of Alan Turing and John von Neumann 
on machine intelligence and artificial automata is reviewed. 
Turing's proposal to create a child machine with the ability 
to Ieam is discussed. Von Neumann's had doubts that with 
teacher based learning it will be possible to create artificial 
intelligence. He concentrated his research on the issue of 
complication, probabilistic logic, and self-reproducing au
tomata. The problem of creating artificial intelligence is far 
from being solved. In the last sections of the paper I review 
the state of the art in probabilistic logic, complexity research, 
and transfer learning. These topics have been identified as 
essential components of artificial intelligence by Turing and 
von Neumann.

I. In t r o d u c t io n

Computer based research on machine intelligence 
started about 60 years ago, parallel to the construction 
of ;he first electronic computers. Therefore it seems to 
be time again to compare todays state-of-the art with 
thoughts and proposals at the very beginning of the 
computer age. I have chosen Alan Turing and John von 
Neumann as the most important representatives of the 
first concepts of machine intelligence. Both researchers 
actually designed electronic computers, but they also 
reflected about what the new electronic computers 
could be expected to solve in addition to numerical 
computation. Both discussed intensively the problem 
how the performance of the machines will ultimately 
compare to the power of the human brain.

In this paper I will first review the work of Alan 
Turing, contained in his seminal paper "Computing 
Machinery and Intelligence" (17) and in the not so well 
known paper "Intelligent Machinery" (18). Then I will 
discuss the most important paper of John von Neumann 
concerning our subject "The General and Logical Theory 
of Automata" (22). All three papers have been written 
before the first electronic computers became available. 
Turing even wrote programs for paper machines. I

I will describe the thoughts and opinions of Turing 
and von Neumann in detail, without commenting them

using todays knowledge. Then I will try to evaluate their 
proposals in answering the following questions

• What are their major ideas for creating machine 
intelligence?

. Did their proposals lack important components we 
see as necessary today?

• What are the major problems of their designs and 
do their exists solutions today?

This paper extends my research started in (12).

II. T u r in g  a n d  m a c h i n e  in t e l l ig e n c e  

The first sentences of the paper "Computing machinery 
and intelligence" have become famous. "I propose 
to consider the question "Can machines think?" This 
should begin with definitions of the meaning of the 
terms "machine" and "think"....But this is absurd. 
Instead of attempting such a definition I shall replace 
the question by another, which is closely related to it 
and is expressed in relatively unambiguous words. The 
new form of the question can be described in terms of 
a game which we call the imitation game."

The original definition of the imitation game is more 
complicated than what is today described as the Turing 
test. Therefore I describe it shortly. It is played with 
three actors, a man (A), a woman (B) and an interrogator 
(C). The object of the game for the interrogator is to 
determine which of the other two is the man and which 
is the woman. It is A's objective in the game to try and 
cause C to make the wrong identification. Turing then 
continues: "We now ask the question "What will happen 
when a machine takes the part of A in the game?" 
Will the interrogator decide wrongly as often when the 
game is played as this as he does when the game is 
played between a man and a woman? These questions 
will replace our original "Can machines think".

Why did Turing not define just a game between a 
human and a machine trying to imitate a human, 
as the Turing test is described today? Is there an

mailto:heinz.muehlenbein@online.de
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additional trick in introducing gender into the game? 
There has been a quite a lot of discussions if this 
game characterizes human intelligence at all. Its purely 
behavioristic definition leaves out any attempt to 
identify important components which together produce 
human intelligence. I will not enter this discussion here, 
but just state the opinion of Turing about the outcome 
of the imitation game.

"It will simplify matters for the readers if I explain 
first my own beliefs in the matter. Consider first the 
more accurate form of the question. I believe that in 
about fifty years' time it will be possible to programme 
computers with a storage capacity of about IO9 bits 
to make them play the imitation game so well that 
an average interrogator will not have more than 70% 
chance of making the right identification after five 
minutes of questioning."

The accurate form of the question is obviously artificial 
definite: Why a 70% chance, how often has the game 
to be played, why a duration of five minutes? In the 
next section I will discuss what Turing lead to predict 
50 years. The prediction is derived in section 7 of his 
paper (17).

III. T u r in g 's  c o n s t r u c t io n  o f  a n  i n t e l l i g e n t

MACHINE

In section 7 Turing discusses how to build an intelligent 
machine. In the sections before Turing mainly refuses 
general philosophical arguments against the possibility 
of constructing intelligent machines. "The reader 
will have anticipated that I have no very convincing 
argument of a positive nature to support my views. If 
I had I should not have taken such pains to point out 
the fallacies in contrary views. Such evidence as I have 
I shall now give." What is Turing's evidence?

"As I have explained, the problem is mainly one of 
programming. Advances in engineering will have to be made 
too, but it seems unlikely that these will not be adequate for 
the requirements. Estimates o f the storage capacity of the 
brain vary from IO10 to IO15 binary digits.1 I incline to the 
lower values and believe that only a small fraction is used 
for the higher types o f thinking. Most o f  it is probably used 
for the retention o f visual impressions. I should be surprised 
if more than IO9 was required for satisfactory playing of 
the imitation game. Our problem then is to find out how 
to programme these machines to play the game. At my 
present rate of working I produce about a thousand digits 
of programme a day, so that about sixty workers, mrking  
steadily through fifty years might accomplish the job, if

1 At this time the number of neurons was estimated as being between
IO1" to IO15. This agrees with the estimates using todays knowledge.

nothing went into the wastepaper basket."

The time to construct a machine which passes the imi
tation game is derived from an estimate of the storage 
capacity of the brain 2 and the speed of programming. 
Turing did not see any problems in creating machine 
intelligence purely by programming, he just found it too 
time consuming. So he investigated if there exist more 
expeditious methods. He observed:
"In the process of trying to imitate an adult human mind 
we are bound to think a good deal about the process 
which has brought it to the state that it is in. We may 
notice three components.

1) The initial state of the brain, say at birth.
2) The education to which it has been subjected.
3) Other experience, not to be described as education, 

to which it has been been subjected.
Instead of trying to produce a programme to simulate 
an adult mind, why not rather try to produce one 
which simulates the child's...Presumably the child brain 
is something like a notebook. Rather little mechanism, 
and lots of blank sheets. Our hope is that there is so 
little mechanism in the child brain that something like it 
can easily be programmed. The amount of work in the 
education we can assume, as a first approximation, to be 
much the same as for the human child."

A. Turing on learning and evolution

In order to achieve a greater efficiency in constructing 
a machine with human like intelligence, Turing divided 
the problem into two parts

• The construction of a child brain
• The development of effective learning methods 

Turing notes that the two parts remain very closely 
related. He proposes to use experiments: teaching a child 
machine and see how well it learns. One should then 
try another and see if it is better or worse. "There is an 
obvious connection between this process and evolution, 
by the identifications

• structure of the machine = hereditary material
• changes of the machine = mutations
• Natural selection = judgment of the experimenter 

Survival of the fittest is a slow process of measuring 
advantages. The experimenter, by the exercise of 
intelligence, should be able to speed it up."

Turing then discusses learning methods. He 
notes ((17),p.454):"We normally associate the use 
of punishments and rewards with the teaching 
process...The machine has to be so constructed that 
events which shortly proceeded the occurrence of

’It was of course a big mistake to set the storage capacity equal to the 
number of neurons! We will later show that von Neumann estimated 
the storage capacity of the brain to be about IO20.
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a punishment signal are unlikely to be repeated, 
whereas a reward signal increased the probability of 
repetition of the events which lead to it." But Turing 
observes the major drawback of this method:"The use 
of punishments and rewards can at best be part of the 
teaching process. Roughly speaking, if the teacher has 
no other means of communicating to the people, the 
amount of information which can reach him does not 
exceed the total number of rewards and punishments 
applied."

In order to speed up learning Turing demanded that the 
child machine should understand some language. In the 
final pages of the paper Turing discusses the problem 
of the complexity the child machine should have. He 
proposes to try two alternatives: either to make it as 
simple as possible to allow learning or to include a 
complete system of logical inference. He ends his paper 
with the remarks: "Again I do not know the answer, but 
I think both approaches should be tried. We can see only 
see a short distance ahead, but we can see plenty there 
that needs to be done."

B. Turing and neural networks

In the posthumously published paper Intelligent 
Maehinery (18) Turing describes additional details how 
to create an intelligent machine. First he discusses 
possible components of a child machine. He introduces 
unorganized machines of type A,B, and R A and B are 
artificial neural networks with random connections. 
They are made up from a rather large number N of 
similar units, which can be seen as binary neurons. 
Each unit has two input terminals and one output 
terminal which can be connected to the input terminals 
of 0 (or more) other units. The connections are chosen 
at random. All units are connected to a central 
synchronizing unit from which synchronizing pulses 
are emitted. Each unit has two states. The dynamics is 
defined by the following rule:

The states from the units from which the input comes are 
taken from the previous moment, multiplied together and the 
result is subtracted from I.

This rule gives an unusual transition table. I doubt that 
this rule is powerful enough. The state of the network is 
defined by the states of the units. Note that the network 
might have lots of loops, it continually goes through 
a number of states until a period begins. The period 
cannot exceed 2N cycles. In order to allow learning the 
machine is connected with some input device which 
can alter its behavior. This might be a dramatic change 
of the structure, or changing the state of the network. 
Maybe Turing had the intuitive feeling that the basic 
transition of the type A machine is not enough, therefore

he introduced the more complex В-type machine. I will 
not describe this machine here, because neither for the A 
or the B machine Turing defined precisely how learning 
can be done.
A learning mechanism is introduced with the third 
machine, called a P-type machine. The machine is an 
automaton with a number of N configurations. There 
exist a table where for each configuration is specified 
which action the machine has to take. The action may 
be either

1) To do some externally visible act A1,.. .  Ak
2) To set a memory unit Mj

The reader should have noticed that the next 
configuration is not yet specified. Turing surprisingly 
defines: The next configuration is always the remainder 
of 2s or 2s + I on division by N. These are called the 
alternatives 0 and I. The reason for this definition is 
the learning mechanism Turing defines. At the start the 
description of the machine is largely incomplete. The 
entries for each configuration might be in five states, 
either U (uncertain), or TO (try alternative 0), Tl (try 
alternative I), DO (definite 0) or Dl (definite I).

Learning changes the entries as follows: If the entry is 
U, the alternative is chosen at random, and the entry is 
changed to either TO or Tl according to whether 0 or 1 
was chosen. For the other four states, the corresponding 
alternatives are chosen. When a pleasure stimulus 
occurs, state T is changed to state D, when a pain 
stimulus occurs, T is changed to U. Note that state 
D cannot be changed. The proposed learning method 
sounds very simple, but Turing surprisingly remarked:

I have succeeded in organizing such a (paper) machine into a 
universal machine.

Today this universal machine is called the Turing Ma
chine. Turing even gave some details of this particular 
P-type machine. Each instruction consisted of 128 digits, 
forming four sets of 32 digits, each of which describes 
one place in the main memory. These places may be 
called P,Q,R,S. The meaning of the instruction is that if 
p is the digit at P and q that at Q then I -  pq is to be 
transferred to position R and the next instruction will be 
found at S. The universal machine is not the solution to 
the problem, it has to be programmed!

C Discipline and initiative

We now turn to the next important observation of 
Turing. Turing notes that punishment and reward are 
very slow learning techniques. So he requires:

If the untrained infant's mind is to become an intelligent one, 
it must acquire both discipline and initiative.

10



Discipline means strictly obeying the punishment and 
reward. But what is initiative? The definition of initiative 
is typical of Turing's behavioristic attitude. "Discipline 
is certainly not enough in itself to produce intelligence. 
That which is required in addition we call initiative. 
This statement will have to serve as a definition. Our 
task is to discover the nature of this residue as it occurs 
in man, and to try and copy it in machines."

With only a paper computer available Turing was 
not able to investigate the subject initiative further. 
Nerertheless he made the bold statement (18): "A great 
positive reason for believing in the possibility of making 
thinking machinery is the fact that it is possible to make 
machinery to imitate any small part of a man. One 
way of setting about our task of building a thinking 
machine would be to take a man as a whole and to try 
to replace all parts of him by machinery...Thus although 
this method is probably the 'sure' way of producing a 
thinking machine it seems to be altogether too slow and 
impracticable. Instead we propose to try and see what 
can be done with a Tmain' which is more or less without 
a body providing, at most organs of sight, speech, and 
hearing. We are then faced with the problem of finding 
suitable branches of thought for the machine to exercise 
its powers in."

Turing mentions the following fields as promising:
. Various games, e.g. chess, bridge
• The learning of languages
• Translation of languages
• Cryptography
« Mathematics

Turing remarks: "The learning of languages would be 
the most impressive, since it is the most human of 
these activities. This field seems however to depend 
rather too much on sense organs and locomotion to 
be feasible." Turing seems here to have forgotten that 
language learning is necessary for his imitation game!

IV. V o n  N e u m a n n ' s l o g i c a l  t h e o r y  o f  a u t o m a t a

Alan Turing was for a short time in 1938 assistant of 
John von Neumann. But later they worked completely 
independent from each other, not knowing the thoughts 
the other had concerning the power of the new electronic 
computers. A condensed summary of the research of 
John von Neumann concerning machine intelligence, 
or in his more low-key term "artificial automata", is 
contained in his paper "The General and Logical Theory 
of Automata" (22). This paper was presented in 1948 at 
the Hixon symposium on: Cerebral mechanism of behavior. 
Von Neumann was the only computer scientist at this 
symposium. His invitation indicates his interdisciplinary 
research. This is clearly expressed in the first page:

Natural organisms are, as a rule, much more complicated 
and subtle, and therefore much less well understood in 
detail, than are artificial automata. Nevertheless, some of the 
regularities which we observe in the former may be quite 
instructive in our thinking and planning o f the latter; and 
conversely, a good deal of our experiences and difficulties 
with our artificial automata can be to some extend projected 
on our interpretations o f natural organisms.

Von Neumann notices three major limits of the present 
size of artificial automata

• The size of componentry
• The limited reliability
• The lack of a logical theory of automata

There have been tremendous achievements in the first 
two areas. Therefore I will concentrate on the theory 
problem. The new theory of logical automata has to 
investigate the following topics.

"The logic o f automata will differ from the present system of 
formal logic in two relevant respects.

1) The actual length o f "chains o f reasoning", that is, o f 
the chains o f operations, will have to be considered.

2) The operations o f logic will all have to be treated by 
procedures which allow exceptions with low but non
zero probabilities.

Von Neumann tried later to formulate probabilistic logic. 
His results appeared in (23). But this research was more 
or less a dead end, because von Neumann did not 
abstract enough from the logical hardware components 
and introduced time into the analysis. But in (22) he 
remarked prophetically:
This new system o f formal logic will move closer to another 
discipline which has been little linked in the past with logic. 
This is thermodynamics, primarily in the form it was received 
from Boltzmann, and is that part of theoretical physics which 
comes nearest in some of its aspects to manipulating and 
measuring information.

A. McCulloch-Pitts theory o f formal neural networks

In (9) McCulloch and Pitts had described the brain by 
a formal neural network, consisting of interconnected 
binary neurons. Von Neumann summarizes their major 
result follows: "The "functioning" of such a network 
may be defined by singling out some of the inputs of 
the entire system and some of its outputs, and then 
describing what original stimuli on the former are to 
cause what ultimate stimuli of the latter. McCulloch and 
Pitts' important result is that any functioning in this 
sense which can be defined at all logical, strictly, and 
unambiguously in a finite number of words can also be 
realized by such a formal system."

McCulloch and Pitts had derived this result by showing 
that their formal neural network connected to an infinite

11



tape is equivalent to a Turing machine. But even given 
this result, von Neumann observes that at least two 
problems remain

1) Can the network be realized within a practical size?
2) Can every existing mode of behavior really be put 

completely and unambiguously into word?
Von Neumann informally discusses the second 
problem, using the example visual analogy. He remarks 
prophetically:

T hre is no doubt that any special phase o f any conceivable 
form o f behavior can be described "completely and 
unambiguously" in words.... It is, however an important 
limitation, that this applies only to every element separately, 
and it is far from clear how it will apply to the entire 
syndrome o f behavior.

This severe problem has not been noticed by Turing. 
Using the example visual analogy von Neumann argues: 
"One can start describing to identify any two rectilinear 
triangles. These could be extended to triangles which 
are curved, whose sides are only partially drawn etc... 
We may have a vague and uncomfortable feeling that a 
complete catalogue along such lines would not only be 
exceedingly long, but also unavoidingly indefinite at its 
boundaries. All of this, however, constitutes only a small 
fragment of the more general concept of identification 
of analogous geometrical objects. This, in turn, is only 
a microscopic piece of the general concept of visual 
analogy." Thus von Neumann comes to the conclusion:

Now it is perfectly possible that the simplest and only 
practical way to say what constitutes a visual analogy 
consists in giving a description o f the connections o f the 
visual brain....It is not at all certain that in this domain a 
real object might not constitute the simplest description of 
itse'f.

Von Neumann ended this section with the sentence: "The 
foregoing analysis shows that one of the relevant things 
we can do at this moment is to point out the directions 
in which the real problem does not lie." Instead of 
investigating the above complexity issue directly, von 
Neumann turned to the more fundamental problem of 
the complexity needed for automata solving difficult 
problems.

B. Complication and self-reproduction

Von Neumann starts the discussion of complexity with 
the observation that if an automaton has the ability 
to construct another one, there must be a decrease in 
complication. In contrast, natural organisms reproduce 
themselves, that is, they produce new organisms with no

decrease in complexity. So von Neumann tries to con
struct a general artificial automata which could repro
duce itself. The famous construction works as follows:

1) A general constructive machine, A, which can read 
a description Ф(Х) of another machine, X, and 
build a copy of X from this description:

.4 + Ф (А )^  X

2) A general copying machine, B. which can copy the 
instruction tape:

В  +  Ф (Х )~ Ф(Х)

3) A control machine, C, which when combined with 
A and B, will first activate B, then A, link X to 
P hi(X ) and cut them loose from A+B+C

A + B +  C +  Ф(Х) ~ X  +  Ф(Х)

Now choose X to be A+B+C

А+В+С+Ф(А+В+С) А+В+С+Ф Ц+В+С)

4) It is possible to add the description of any automa
ton D

A + B + C + Ф(А + В + С + В) ^  A + B + C + D
+Ф ( A + B  +  C  +  D)

Now allow mutation on the description Ф(А + B +  
C + D )

A +  B  +  C +  Ф(А + B +  C +  D') -^ A  +  B  +  C +  D'
+Ф (A +  B  +  C +  D1)

Mutation at the D description will lead to a different self- 
reproducing automaton. This might allow to simulate 
some kind of evolution as seen in natural organisms.
Von Neumann later constructed a self-reproducing 
automata which consisted of 29 states (24). This 
convinced von Neumann that complication can also be 
found in artificial automata. Von Neumann ends the 
paper with the remark:

This fact, that complication, as well as organization, below 
a critical level is degenerative, and beyond that level can 
become self-supporting and even increasing, will clearly play 
an important role in any future theory of the subject.

V. D is c u s s io n  o f  t h e  d e s ig n s  o f  T u r in g  a n d  vo n  

N e u m a n n

I have reviewed only a small part of the research 
of Turing and von Neumann concerning machine 
intelligence and artificial automata. But one observation 
strikes immediately: both researchers investigated the 
problem of machine intelligence on a very broad scale. 
The main emphasis of Turing was the design of efficient 
learning schemes. For Turing it was obvious that only
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by learning and creating something like a child machine 
an intelligent machine could be developed. The attitude 
of Turing was purely that of a computer scientist. 
Using mainly an estimate of the memory capacity 
of the human brain, he firmly believed that machine 
intelligence equal to or surpassing human intelligence 
can be created.

Von Neumann's approach was more interdisciplinary, 
using also results from the analysis of the brain. He 
hao a similar goal, but he was much more cautious 
concerning the possibility to create an automaton with 
intelligence. He investigated important problems one 
by one which appeared him on the road to machine 
intelligence.

Both researchers investigated formal neural networks as 
a basic component of an artificial brain. This component 
was not necessary for the design, it was used only to 
show that the artificial automata could have a similar 
organization as the human brain. Both researchers ruled 
out that a universal theory of intelligence could be 
found, which would make it possible to program a 
computer according to this theory. So Turing proposed 
to use learning as the basic mechanism, von Neumann 
self-reproducing automata. Von Neumann was more 
radical because he was convinced that learning leads 
to the curse of infinite enumeration. Turing also saw the 
limitations of teacher based learning by reward and 
punishment, therefore he required that the machine 
needs initiative in addition.

The designs of Turing and von Neumann contain all 
components considered necessary today for machine in
telligence. Turing ended his investigation with the prob
lem of initiative, which is still an unresolved issue today. 
Von Neumann's idea to use self-reproducing automata 
has not yet lead to an automata with interesting be
havior. The problem of von Neumann's approach is the 
following: In order that his automaton does something 
besides reproducing one has to input a program D for 
each task. How can the machine develop more complex 
programs starting with an initial program?
There seem to be no major failure in their designs, but 
at least two major issues are not yet resolved

• The memory capacity of the brain
• Can every problem which is computable be learned 

from examples?
I will discuss the capacity problem first.

V I. M e m o r y c a p a c i t y o f t h e b r a i n

Von Neumann also estimated the capacity of the brain. 
His estimate can be found in the book "The computer 
and the brain" ((23),p. 63)

"However, certain rough orienting estimates can, nevertheless, 
be arrived at. Thus the standard receptor (neuron) would 
seem to accept 14 distinct digital impressions per second. 
Allowing IO10 nerve cells gives a total input o f 14 * IO10 
bits per second. Assuming further, for which there is some 
evidence, that there is no true forgetting in the nervous 
system - an estimate for the entirety o f  a normal human 
lifetime can be made. Putting the latter equal to, say, 60 
years «  2 * IO9 seconds, the total required memory capacity 
would turn out to be 2.8 * IO20."

Note that this estimate is IO10 times larger than the 
estimate of Turing! There is still no agreement on the 
memory capacity of the brain. The brain is highly 
redundant and not well understood: the mere fact that 
a great mass of synapses exists does not imply that they 
are in fact all contributing to memory capacity.

A totally different method to estimate the capacity 
has been pursued by Landauer (4). He reviewed and 
quantitatively analyzed experiments by himself and 
others in which people were asked to read text, look 
at pictures, and hear words, short passages of music, 
sentences, and nonsense syllables. After delays ranging 
from minutes to days the subjects were tested to 
determine how much they had retained. The tests were 
quite sensitive-they did not merely ask "What do you 
remember?" but often used true/false or multiple choice 
questions, in which even a vague memory of the material 
would allow selection of the correct choice. Because 
experiments by many different experimenters were 
summarized and analyzed, the results of the analysis 
are fairly robust; they are insensitive to fine details 
or specific conditions of one or another experiment. 
Finally, the amount remembered was divided by the 
time allotted to memorization to determine the number 
of bits remembered per second.

The remarkable result of this work was that human 
beings remembered very nearly two bits per second under 
all the experimental conditions. Visual, verbal, musical, or 
whatever-two bits per second. Continued over a lifetime, 
this rate of memorization would produce somewhat over 
IO9 bits, or a few hundred megabytes. This estimate is 
surprisingly identical to Turing's estimate. But the issue 
is far from being resolved. I will only mention an esti
mate nearer to the estimate of von Neumann. Moravec
(10) recently tried to compare computer hardware and 
the brain. He estimated the memory capacity as 100 
million megabytes, which are about IO15 bits.

V II. C o m p u t a t i o n a l  l e a r n i n g  t h e o r y

Complexity issues are dealt with in the areas 
computability theory, complexity theory, theory of 
inductive inference, and computational learning
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theory. Computability theory investigates what can be 
computed, the theory of inductive inference what can 
be learned at all. They are historically prior to and part 
of their polynomially-obsessed younger counterparts. 
In fact, Turing founded computability theory and made 
the major contribution.

In this section I will concentrate on computational 
learning theory, because it fulfills von Neumann's 
requirement to investigate the space and the number of 
steps to learn a problem. The following review is based 
on the survey of Angluin (I). He defines the goals of 
the field as:

Give a rigorous computationally detailed and plausible 
account o f how learning can be done.

These goals are far from being achieved. There is even 
not an agreement on a precise definition of learning. 
So far the emphasis has been on inductive learning 
and particular РАС (probably approximately correct 
learning) introduced by Valiant 1984 (20). In this 
framework the learner gets samples that are classified 
according to a function from a certain class. The aim of 
the learner is to find an approximation of the function 
with high probability. We demand the learner to be able 
to Ieam the concept given any arbitrary approximation 
ratio, probability of success or distribution of the 
samples.

More precisely:
Algorithm A PAC-identifies concepts from C in terms 
of the hypothesis space H if and only if for every 
distribution D and every concept c є C, for all positive 
numbers e and <5 and access to the example oracle, it 
eventually halts and outputs a concept h € H  that with 
probability at least 1-(5 and error D(cAh) <  e, where 
cAh is the symmetric difference between the subsets of 
X  characterizing the concepts c and h. The model was 
further extended to treat noise (misclassified samples). 
There have been lots of interesting results achieved. But 
until today many problems are open. I just mention the 
problem if distributed normal forms DNF in Boolean 
space are PAC-Iearnable in polynomial time. This result 
supports von Neumann's feeling that simple learning 
mechanisms lead to the curse of exponential enumer
ation.

VIII. How TO GET COMMON SENSE INTO A MACHINE 

Turing's idea of creating first a child machine was 
reinvented by John McCarthy in 1999 (8). He wrote 
an essay on an artificial child brain as a step towards 
creating human like intelligence. He writes in the 
abstract:

"The innate mental structure that equips a child to 
interact successfully with the world includes more than 
universal grammar. The world itself has structures, and 
nature has evolved brains with ways of recognizing 
them and representing information about them. For 
example, objects continue to exist when not being 
perceived, and children (and dogs) are very likely 
"designed" to interpret sensory inputs in terms of 
such persistent objects. Moreover, objects usually move 
continuously, passing through intermediate points, and 
perceiving motion that way may also be innate. What 
a child learns about the world is based on its innate 
mental structure."

Thus McCarthy notices in contrast to Turing that 
the innate mental structure is not a sheet of blank 
paper, but it is very complicated shaped by evolution. 
McCarthy tries to design adequate mental structures 
including a language of thought. "This design stance 
applies to designing robots, but we also hope it will 
help understand universal human mental structures. 
We consider what structures would be useful how the 
innateness of a few of the structures might be tested 
experimentally in humans and animals." The proposal 
was never finished and remained a paper proposal. 
Therefore the issue of creating a suitable child machine 
is still unsolved. At this time nobody seems working on 
this problem.

I also tried to combine evolution and learning for 
automatic programming (14). But good results have 
been obtained only in the separate domains, neural 
networks (25) and optimization by simulating evolution 
(11).

The other approach to machine intelligence is still 
pursued in a big project. This means coding all 
the necessary common sense knowledge into some 
computer understandable description. We remind 
the reader, that this method was considered as too 
inefficient, both by Turing and von Neumann. Von 
Neumann even doubted if this method would work 
at all. The project was started in 1984 with the name 
Cyc, the goal of which was to specify in a well- 
designed language common sense knowledge. Cyc is an 
artificial intelligence project that attempts to assemble 
a comprehensive ontology and database of everyday 
common sense knowledge, with the goal of enabling 
Al applications to perform human-like reasoning. The 
original knowledge base is proprietary, but a smaller 
version of the knowledge base, intended to establish 
a common vocabulary for automatic reasoning, was 
released as OpenCyc under an open source license.

Typical pieces of knowledge represented in the database 
are "Every tree is a plant" and "Plants die eventually".
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When asked whether trees die, the inference engine can 
draw the obvious conclusion and answer the question 
correctly. The Knowledge Base (KB) contains over a 
million human-defined assertions, rules or common 
sense ideas. These are formulated in the language 
CycL, which is based on predicate calculus and has a 
syntax similar to that of the Lisp programming language.

Much of the current work on the Cyc project continues 
to be knowledge engineering, representing facts about 
the world by hand, and implementing efficient inference 
mechanisms on that knowledge. Increasingly, however, 
work at Cycorp involves giving the Cyc system the abil
ity to communicate with end users in natural language, 
and to assist with the knowledge formation process via 
machine learning. Currently the knowledge base consists 
of

• 3.2 million assertions (facts and rules)
• 280,000 concepts
• 12,000 concept-interrelating predicates

I cannot evaluate Cyc in detail, but despite its huge effort 
the success is still uncertain. Up to now Cyc has not been 
successfully be used for any broad Al application.

IX. The p r o b l e m  o f  in it ia t iv e  o r  m e t a - l e a r n in g

From all the research in this very challenging area I will 
only review the work done in connection with neural 
networks. Even today learning in neural networks is 
typically done "from scratch" without using previous 
knowledge. This follows from the fact that learning 
begins from initially random connection weights. A 
first step to using previous knowledge was cascade 
correlation (CC) (2). It creates a network topology 
by recanting new hidden units into a feed-forward 
network in order to reduce the error.

This algorithm has been extended to knowledge-based 
cascade correlation (KBCC) which recruits whole 
sub-networks that it has already learned, in addition 
to the untrained hidden units recruited by CC (16). 
KBCC trains connection weights to the inputs of its 
existing sub-networks to determine whether there 
outputs correlate well with the network's error on 
the problem it is currently learning. The previously 
learned networks compete with each other and with 
conventional untrained candidate hidden units to be 
recruited into the target network learning the current 
problem.

The general idea sounds convincing, but for an im
plementation a number of difficult decisions have to 
be made. If, for instance, all previously learned sub
networks compete with each other, the learning will slow 
down with the number of problems to be learned. The 
current results of KBCC are still very preliminary. In

(16) an evaluation is done using only two problems. 
In the first setting it is evaluated whether KBCC can 
find and use its relevant knowledge in the solution of 
a new problem similar to the first one. In the second 
setting it is investigated whether KBCC can find and 
combine knowledge of components to Ieam a new, more 
complex problem comprised of these components. Tlve 
results indicate that it is worthwhile to develop KBCC 
further, but it is unclear how KBCC would perform 
on larger problems. Thus Turing's initiative problem 
remains unsolved.

X . P r o b a b il is t ic  l o g ic

The theory of probabilistic logic has been fully 
developed in the last 20 years. Uttley invented a 
conditional probability computer as early as 1958 (19). 
The major drawback of his design was that in order 
to classify an input of n binary items, the number of 
neurons had to be exponential 2n. It took quite a while 
to solve this problem and to see the connection of 
probabilistic logic to probability theory. A very popular 
instance of probabilistic logic are Bayesian networks.

The problem of the exponential explosion has been 
solved in the 80's. For singly connected Bayesian net
works exact inference is possible in one sweep of Pearl's 
belief propagation algorithm (15). A very interesting 
extension for incomplete data is done by the maximum 
entropy principle (3). This theory can be seen as a 
realization of von Neumann's prophesy.
Probabilistic logic is now used in many fields. To give 
just one example, I have applied Bayesian networks to 
population based global optimization (13).

X I. C o m p l ic a t io n  a n d  c o m p l e x it y

The complication problem formulated by von Neumann 
has still not been formulated in a precise scientific 
manner. For the reader I restate the problem: "It is 
possible that the connection pattern of the visual brain 
itself is the simplest logical expression or definition of 
this principle (visual analogy)". In this section I will 
just mention important contributions to the solution 
of this problem which might later lead to a scientific 
theory. Nearest to the thinking of von Neumann 
comes algorithmic complexity (also known as descriptive 
complexity, Kolmogorov-Chaitin complexity) (5).

The Kolmogorov complexity of an object such as a piece 
of text is a measure of the computational resources 
needed to describe the object. To define Kolmogorov 
complexity, we must first specify a description language 
for strings. Such a description language can be based 
on a programming language such as Lisp, C++, or 
Java virtual machine byte-code. If P is a program
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which outputs a string x, then P is a description of 
x. The length of the description is just the length of 
P as a character string. In determining the length of 
P, the lengths of any subroutines used in P must be 
accounted for. The length of any integer constant n 
which occurs in the program P is the number of bits 
required to represent n, that is (roughly) log2n. We could 
alternatively choose an encoding for Turing machines 
(TM), where an encoding is a function which associates 
to each TM M a bit-string < M  >. If M is a TM which 
on input w outputs string x, then the concatenated 
string < M  > ,w  is a description of x. For theoretical 
analysis, this approach is more suited for constructing 
detailed formal proofs and is generally preferred in the 
research literature. Note that Kolmogorov complexity is 
valid for a single string only.

We cite some important results. Let K (s)  denote the 
complexity of string s. Obviously K  (s) cannot be too 
much larger than the string itself.

K (s) <  |s| + c

A string s is compressible by c if it has a description 
whose length does not exceed |s| — c. This is equivalent 
to saying K (s)  < |s| -  c. Otherwise s is incompressible 
by c. A string incompressible by one is said to be 
simply incompressible; by the pigeonhole principle, 
incompressible strings must exist, since there are 2n bit 
strings of length n but only 2n_1 shorter strings, that 
is strings of length n -  I. For the same reason, "most" 
strings are complex in the sense that they cannot be 
significantly compressed: K (s)  is not much smaller than 
|s|, the length of s in bits. To make this precise, fix a 
value of n. There are 2n bit strings of length n. The 
uniform probability distribution on the space of these 
bit strings assigns to each string of length exactly n 
equal weight 2~n.

Theorem I: With the uniform probability distribution 
on the space of bit strings of length n, the probability that 
a string is incompressible by c is at least I -2 ~ г+1 + 2-т1.

This means that "most" strings cannot be compressed. 
Thus in this limited domain (just a single string) this 
result is almost the opposite to the conjecture of von 
Neumann. Kolmogorov complexity has been extended 
to sets of strings and functions. In (21) a generalization of 
Kolmogorov complexity is described which unifies some 
of the most important principles of machine learning, 
like the minimum description length MDL, Occam's ra
zor and Shannon's entropy. This topic is far too difficult 
to be discussed here.

XII. C o n c l u s io n  a n d  o u t l o o k  

I hope the reader is as astonished as I was when 
reading the papers of Turing and von Neumann.

In my opinion they have discussed all aspects and 
components which seem necessary to develop human 
like artificial intelligence. Both researchers had no doubts 
that any problem which can be precisely formulated 
can also be programmed. Turing concentrated his 
design for machine intelligence on the construction 
of a child machine and learning. Von Neumann had 
doubts that it will be possible to construct machine 
intelligence by programming or by learning. It leads 
to the curse of infinite enumeration. Therefore he 
asked the bold question if it is possible that automata 
could develop to higher complexity without too much 
human intervention. He succeeded to construct a 
self-reproducing automata, but did not have time to 
investigate the next step, namely simulating evolution 
to breed automata of higher complexity.

Turing identified the following major problems on the 
road to human like machine intelligence

• What are the minimal requirements for a child 
machine to allow efficient learning?

• How can learning be made more efficient than using 
punishment and reward?

• What has to be done that the machine actively learns 
using initiative?

Von Neumann formulated the following problems
• The lack of a logical theory of automata
• The limited complexity of artificial automata
• A rigorous concept of what constitutes "complica

tion"
From these problems only the logical theory is solved, 
the other five are still open. But for the construction 
of complex automata the theoretical results are often 
negative if we require that the "chains of reasoning" 
(von Neumann) are finite, e.g. polynomial. A major 
achievement has been the precise formulation of 
probabilistic logic. Despite a number of efforts there 
has been no progress in extending von Neumann's self- 
reproducing automata with some evolution mechanism 
so that they become substantial more complex.

In the sixty years after the ground braking work of 
Turing and von Neumann a lot of impressive systems 
have been built which solve precisely defined problems. 
These are too many to cite here. But there is no system 
in sight which comes near to passing the Turing test. 
In current competitions the machine is identified after 
a few questions. What might be the reason for the 
slow progress? The simple answer is that there has 
been no substantial progress to solve the remaining five 
problems identified by Turing and von Neumann.

A machine with human like intelligence needs common 
sense reasoning, the sort of reasoning we would expect 
a child easy to do. The relative paucity of results in
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this field does not reflect the considerable effort that 
has been expended, starting with McCarthy's paper 
"Programs with Common Sense" (6)3. Forty years after 
the first paper McCarthy notices that the knowledge 
needed to solve a commonsense reasoning problem 
is typically much more extensive and general than 
the knowledge needed to solve difficult scientific 
problems in mathematics or physics (7). There the 
knowledge is bounded. In contrast, there are no a 
priori limitations to the facts that are needed to solve 
commonsense problems: the given information may 
be incomplete; one may have to use approximate 
concepts and approximate theories; and one will need 
some ability to reflect upon one's own reasoning process.

What recommendations I can give to young scientists 
working in this area? First, try to make contributions to 
the open problems before trying a general architecture. 
Most important topics are higher learning methods like 
meta-learning or even transfer learning, Turing called 
this providing the machine with initiative. Second, von 
Neumann's proposal to start with self-reproducing au
tomata is also worthwhile to investigate further. But here 
I am very sceptical that this way will ever lead to human 
like intelligence. But it will certainly give new insights 
to biological problems.
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A bstract—  An information-based design principle is pre
sented that provides a framework for the design of both  
parallel and sequential algorithms. In this presentation, the 
notion of information (data) organization and canonical sep
aration are examined and used in the design of an iterative 
line method for p attern  grouping. In addition this tech
nique is compared to the W inner Take All (W TA ) method  
and shown to have many advantages.

I. Introduction

Information is the basic building block of all processes 
whether biological or physical in nature. The design pro
cess in many engineering and scientific fields rely in one 
form or another on the organization of information, and 
its application to a process under investigation. However, 
once a system is designed much of the information com
plexity seems lost to the understanding of the applications 
oriented users.

The organization and presentation of information repre
sent a basic starting point for the understanding of process 
driven systems. From a physical and mathematical per
spective, the casting of a system into its canonical form is 
an essential analysis process that provides insight and sim
plicity in unraveling the underlying process or processes.

Although not surprisingly, the notion of canonical forms 
appears not to be appreciated outside of the theoretical 
realms. The solution of application problems or the re
search in extending these solution methods are many times 
led by past experience rather than a deeper formulation 
that relies on the information complexity that the problem 
exh:bits and; thus, seek a canonical reformulation based on 
the interactions of the information that defines the problem 
and solution domains.

In terms of information, the present work is inspired by 
Joseph Traub et al. [1] in his work on Information-Based 
Complexity (IBC). IBC provides a different perspective on 
the analysis of numerical algorithms. Although, there has 
been some disagreements [2; 3] to IBC’s contribution from 
the point of view of some in the numerical analysis (NA) 
community, IBC introduces the notion of information oper
ators, where information is partially derived and used by a 
computation (an algorithm A that defines the information- 
based solution method) to solve the problem. The solution 
rate is measured by the number of iterations In to conver
gence. Formally, if F  is a set of problem elements /  and G
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the solution domain then the solution operator S  is defined 
by

S  : F  —* G V/ Є F  (I)

Briefly, the partial information about /  is gathered by 
computing the information operations L(f),  where L Є Л 
and A denotes a collection of information operations that 
maybe computed. If U is the approximation to the solution 
S then the sharp lower bound on the worst case error of U 
is within some radius of informations r(N)  that does not 
exceed some error e, where N  is the information operator 
and Ar(Z) = {Li(F) \ і = 1,2,...,n  and Li Є Л) then 
U is guaranteed to be an e — approximation. This atten
tion to information operations furnishes a comparison of 
algorithmic performance based on the information opera
tor that is used. In this regard, the notion of non-adaptive 
information operators (parallel use of partially computed 
information) or adaptive information operators (sequential 
use of partially computed information) can be compared 
formally.

Within the context of this presentation, the introduction of 
the information operator and information operations repre
sents a novel and attractive approach to algorithm analysis 
and design in general, and speaks to a broader applica
tion than as applied in IBC. From an algorithmic point of 
view, the flow and manipulation of information is the very 
essence of an algorithm’s design.

The IBC, though steeped in the analysis of computation
ally relevant information, limits itself to only the analysis. 
In the following sections, we explore this question, and in 
so doing provide an example where the analysis of informa
tion flow or the use of information operators when placed 
in a form of a canonically mapped information flow may 
yields more optimal algorithmic designs when possible.

II. Canonical Information Flow

Traditionally in mathematics, a canonical form of a func
tion is a function that is written in the most standard, con
ventional, and logical way. In its standard form, examples 
include the Jordan normal form of matrices, the canonical 
prime factorization of positive integers, the decomposition 
of a permutation into a product of disjoint cycles, and the 
alignment of system of equations along an orthogonal basis 
function.
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Intimately connected with these canonical forms is the sim
plest description of the underlying systemic properties that 
defines the function or process. Once transformed into its 
canonical form, the interdependence between parameters 
can be uncoupled to expose the full degrees of freedom.

From an algorithmic perspective, the transformation to 
canonical form also reduces the computational complex
ity of applying the information operations Li as defined in 
IBC. Anyone who has attempted to prove Kepler’s laws of 
planetary motion using Newton’s equation for gravity when 
choosing the coordinate system of the Earth as the basis, 
no doubt is aware of the complications that are introduced.

In effect, the information complexity can be viewed as a 
virtual complexity where the reduction to canonical form 
reorganizes the information to its simplest complexity. In 
this representation, IBC is certain to detect a more optimal 
algorithm.

Unfortunately, the adherence to canonical form tends to 
be lost or ignored when dealing with the actual implemen
tation of an algorithm at the processor level. The art of 
computing appears more like an art than a rigorous set of 
well founded principles. TypicaDy1 an algorithm is assem
bled to fit the programming style or programming language 
that, represents the fashions of the day. Algorithms are de
signed with little worry of cache utilization issues, problem 
sizes that are too large to remain in local memory, itera
tions schemes that maximize the inefficient manipulation 
of information, and so on. All of these examples are exam
ples of the inefficient use of information that results in the 
notion that could be termed virtual information complex
ity.

In many optimization techniques, the reliance on random
ness has played a significant role in the implementation 
of problem solutions that are intractable. Random treat
ment of problem solutions have proved to provide a con
venient approach in surveying landscapes for optimization 
problems where the solutions space is vast and appears to 
follows no predetermined schedule or route. Monte Carlo 
techniques [4j are invaluable in the estimation of otherwise 
hard problems. However, in many situations the applica
tion of these approaches may be applied without merit but 
still used as an easy and straight forward (mindless) solu
tion technique. The practical question to be asked is how 
can information be organized in a Monte Carlo approach in 
order to achieve a canonical form for information. Not sur
prisingly Sequential Monte Carlo techniques [5] have been 
proposed and studied, where adaptive information opera
tions are applied to the Monte Carlo procedure to organize 
and more effectively utilize the previous iterated informa
tion. The value of reformulating information in terms of 
a canonical formulation should not be down graded as less 
important or orthogonal to the solution method [6; 7].

The approach proposed here introduces a notion of

Information-Based Algorithmic Design where information 
flow of an algorithm is examined and then reformu
lated into a canonical mapping or an information re
mapping that better integrates the problem-solution do
mains. Rather than simply mapping a given algorithm to a 
particular processing unit, the task requires a fundamental 
analysis of the information complexity in terms of enhanc
ing the specific information operator. In this approach a 
canonical information mapping is sought.

In the context of a canonical information flow description, 
the analysis is done at a higher level than that of IBC.

III. Background

In this presentation, the application of an information- 
based design approach for a neural network algorithm is 
considered. The importance of neural network applications 
and the advancement of their theory is widely acknowledge 
in both the academic and industrial communities. Entire 
conferences are held to disseminate the latest practices and 
techniques in optimization, search, and recognition prob
lems. Although the neural network community has moved 
quite far from the anticipation that the science of neural 
networks might solve the fascinating mystery of the func
tional operation of the brain, the introduction of the artifi
cial neural network (ANN) into the science of optimization 
techniques has had a serious impact on the solution of in
tractable problems.

The science of ANNs is still a challenging field. The basic 
ANN is simple but at the same time complicated. The basic 
network is formed from an input layer, an output layer, and 
if required a hidden layer of neuron nodes. Learning rules 
are conceptually easy to comprehend. Depending upon 
the application or non-application of supervisory rules, the 
learning procedure is incremental. These approaches are 
all well defined; however, the ambiguities of the problem 
domain makes the construction of a unique ANN difficult 
to define. This difficulty can be understood in terms of the 
number of inputs required for training, the number of ini
tial nodes required for a given hidden layer, the relevance 
of the information contained within the input for training, 
the number of iterations required during the training pro
cess, etc. On the other hand, similar issues arise in other 
optimization techniques whether it be Genetic Algorithms 
or Monte Carlo techniques. So ANNs are not unique in 
these regards.

One intriguing question, which is the focal point of this 
presentation, is the role that information may play in facil
itating and/or addressing some of the issues raised above. 
Clearly the use of heuristic is one time honored form of 
an information-based strategy to circumvent the learning 
process to achieve faster convergence. How does one iden
tified and select the appropriate information is not always 
clear. Can an ANN be designed a priori without training? 
Is there a canonical form for neural network architectures
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that is dictated solely by the problem specifications? If so 
how can it be realized?

In the sections that follow, a simple analysis of the per- 
ceptron neuron is presented within the context of its 
information-based complexity or information operators. 
This analysis then leads to a clustering algorithm whose 
associated architecture is uniquely defined in a general 
{n,m}-dimensional space and is shown to naturally sup
port computational parallelism.

Fig. I. 2-Dimensional detection (a) a  = 0.3 (b) a  = 0.1

IV. P erceptron

The Perceptron is a classical neuron that dates back to the 
1958 [8]. The perceptron computes a single output from 
multiple real-valued inputs by forming a linear combination 
according to its input weights. Mathematically the actual 
ouLput can be written as

П
net =  'У ' W j X j  

*=1

where Wi  and X i are the vectors of weights and inputs, re
spectively. In general, each iteration of the inputs and cor
responding weights may be passed through some nonlinear 
activation function ф and a bias 6, such that,

П
out =  + b)

і= l

or in vector notation

out =  ф(W Tx -f b) (2)

Although a single perceptron is shown not to be a very gen
eral learning algorithm, it is the building block of a much 
larger and more practical multilayer perceptron (MLP) 
network that consists of a set of source nodes forming 
the input layer, one or more hidden layers of computa
tion nodes, and an output layer of nodes. The input signal 
propagates through the network layer-by-layer in a feedfor
ward, fashion.

A supervised learning rule for a single perceptron neuron 
with a learning constant a  is given by

AW i = CtdXi

AW i = aX ;(d  — Sign(Neti ))

Wii і =  AlVi +  IVi

where

S =  d — о

where d is the desired response and о is the actual output.

Desired Output
Patternl I 2 + і -I
Pattern2 2 I -и + і
Initial Weights I 3 -3
Final Weights (a) I -0.5 -0.5
Pinal Weights (b) I -I -0.5

Table I. A simple pattern detection example in two-dimensions

The information-based complexity of Equation (I) can be 
understood as an adaptive information operator where the 
ith net result depends upon the previous і — I sequen- 
tialized iterations. In a numerical analysis setting, such 
an information operator returns an approximation whose 
final value converges to within an e of the answer. In 
the perceptron model, the information-based complexity 
of Equation (I) is overloaded in the sense that it repre
sents both an approximation methods and an optimization 
search technique. In 2-dimensions, X i  may be viewed as a 
2-dimensional vector that undergoes both a linear trans
lation and rotation within a simple 2-dimensional region. 
This dual composition of transformations and approxima
tion methods can readably be uncoupled into a much sim
pler canonical form that exposes these composite opera
tions into pairs of non-adaptive information operations. 
The transition from adaptive to non-adaptive forms also 
implies the existence of a transformation from a sequential 
to a parallel algorithmic formalism. Figure I shows a sim
ple pattern detection application of the perceptron training 
rule for a single neuron defined by Eqn. (I). A soft acti
vation function is used and the effect of different learning 
constants a  is displayed for a single problem specification 
(see Table I).

Figure I illustrates two important features of the infor
mation operator as it is applied to the specific problem de
fined by Table I. Upon closer examination of Figure I, two 
separate independent (orthogonal) degrees of freedom are 
present. If the line is taken as the basic geometric unit then 
the line undergoes two separate but linearly independent 
motions: I) translation and 2) rotation. It is through the 
learning procedure of determining AlVi where the coupling 
of these motions are performed. In addition, it is the value 
of q that dictates the ranges of rotations and the spacing 
between lines per iterations. Recall that Eqn. (I) defines 
an adaptive sequence of information updates, thus the ef-
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Fig. 2. Basic two-layer neural network.

fects of AVFi and a suggest that the dependences between 
subsequent updates is an artifact of the organization of the 
information operator rather than the information required 
for convergence. In other words, a поп-adaptive informa
tion operator exists that splits the orthogonal motions into 
separate translation and rotation operations. One immedi
ate consequence of this approach is the capability of non- 
adaptive information operators to readily support parallel 
execution. Within this context, this presentation exam
ines the consequences of a canonical re-formulation of the 
perceptron’s order of rule application. In the following sec
tions, a canonical neural network emerges that exhibits a 
fixed network complexity per iteration level and defines a 
sparse solution matrix.

V. A Canonical P erceptron Model

The orthogonality of the proposed neural network architec
ture consists of two essential layers: one input layer that 
performs an orthogonal search, and one hidden layer that 
performs rotational search. Figure 2 illustrates such an 
architecture that is applied to a two-dimensional space.

The first input layer performs an orthogonal pass through 
a search space in the x  and у directions. This layer con
sists of two sets of nodes (in two-dimensions) that can be 
executed in parallel. Each node performs one orthogonal 
scan (in the x and у directions) of the search space. The 
output of the first input layer can be viewed as a pairwise 
intersection of the possible output signals. In the simple ex
ample of a two-dimensional scan space, each of these sets 
performs a у-horizontal and x-vertical striping of the search 
space, that results in a set of rectangular areas that may 
possibly contain the patterns as illustrated in Figure 3. In 
cases where the patterns are sparsely distributed, the com
putational complexity of searching the initial space can be 
dramatically reduced.

The second, hidden layer (depicted in Figure 2 as nodes 
with {x,y} inputs) performs a further reduction of the 
search space. This layer is similar to the first input layer 
but differs by a rotation as defined by the {x,y} coordinate

Fig. 3. Output of first input layer.

pairs. This layer is necessary in order to uniquely elimi
nate all empty rectangular sub-zones (associated with the 
stripped two-dimensional space). This layer performs di
agonal striping across the search space. Finally, the output 
signals from first and second layer are intersected, which 
results in a final set of non-empty clusters. Though fur
ther layers are not necessary, each additional layer will only 
sharpen the cluster of patterns within the space, hence im
proving clustering resolution.

The resolution of the pattern depends directly on scanning 
step size 6. The smaller the step size of 5, the better is the 
resolution. The lower boundary of this search is recognition 
of the whole set of patterns as belonging to a single cluster, 
while the upper boundary is recognition of clusters with 
single pattern belonging to it.

The complexity of the proposed neural network architec
ture goes as following. For a general n x m input layer, 
the corresponding set of nodes consists of n x m orthog
onal search element (OSE) nodes, respectively (Figure 4). 
These input node signals are intersected in pairwise fashion 
using n x m AND nodes. The resulting signals are com
pared with the n x m hidden layer of Rotational Search 
Element (RSE) nodes (Figure 4), using the same number 
of AND neurons.

The OSE node architecture is illustrated by Figure 5. The 
OSE node consists of 3 neurons. Intersected signals from 
first two neurons result in “stripped” areas, for both di
mensions of an orthogonal search space. X-Iow and X-high 
(Y-low and Y-high), are signals extracted and used in RSE 
nodes. The RSE node architecture is illustrated by Figure 
6. The RSE node also consists of 3 neurons. Intersected 
signals from first two neurons result in a “stripped” area, 
this time performing a rotational search. The sum of sig
nals X-Iow and X-high (Y-low and Y-high), is used for the 
biasing of the first two neurons in the node, as illustrated
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Fig. 6. The RSE Architecture.

plementatkm is not explained in this paper as trivial.

As a neural network approach to clustering, the orthogonal 
search algorithm can be used regardless of dimensionality 
of search space.

Fig. 7. The process of combining signals through a network.

Fig. 4. The OSE Architecture.

Fig. 5. The OSE Architecture.

by Figure 6. The process of combining signals through a 
network is illustrated by Figure 7, as a part of the complete 
network from Figure 4. Summation and AND neuron im-

VI. O r t h o g o n a l it y  a n d  P r e c o n d it io n in g

The orthogonality of the proposed neural network lends it
self to the notion of “grow as needed,” the principle of the 
cascade correlation network architecture [15]. The canon
ical combinations of orthogonal translations and rotations 
adds units of nodal layers to the network as required to 
achieve a certain degree of clustering resolution.

The algorithm developed above represents a canonical for
mulation of a clustering technique; however, it does have 
the capability to be used as a preconditioning search algo
rithm regardless of the dimensionality of the search space. 
As a preconditioning process, the orthogonality of the pro
posed algorithm can simplify the initial stages for deducing 
specific properties for a given search space. This acquired 
knowledge may ensure more accurate application of neural

22



network algorithms that are characterized by a high depen
dence on the starting parameterization set chosen. Algo
rithms such as Levenberg-Marquardt algorithm [9; 10] are 
examples of this dependence. They are proven to be very 
fast when the initial weight-set is chosen close to a solu
tion but otherwise almost always fail to converge. Other 
algorithms based on gradient search, such as Error Back 
Propagation [11; 12; 13; 14], suffer from typical oscillation 
and flat spot problems when weights are chosen far from 
the solution.

VII. Orthogonal Search vs WTA

The Center of Gravity (COG) algorithms such as the Ko- 
honen WTA algorithm [16; ?] are highly dependent on 
the initial choice of parameters: the order of patterns ap
plied; the initial configuration of the architecture; the ini
tial weight-set; and the selected radius of attraction. The 
initial weight-set, if not judicially selected, may bias the 
centers of gravities and result in obstructing the learning 
of rew patterns; thereby, reducing the possible number of 
final clusters detected. The order in which patterns are 
applied can influence the selection of the center of gravity 
for the final clusters. The weights determined by already 
seen (learned) patterns limit the mobility towards unseen 
patterns. In addition, the number of neurons initially used 
to construct the neural network also influences the final 
clustering of patterns. For example, too larger a number 
of initial neurons used in the construction of a network 
can result in the over-learning (over-fitting) of a problem, 
which could result in a larger number of particularly small 
clusters. On the other hand, too small a number of neurons 
may prevent the network from learning the relationship be
tween new clusters resulting in less resolution.

The WTA approach is particularly sensitive to the distri
bution of patterns in the search space. For patterns that 
are already grouped, the WTA approach performs satisfac
torily. This assumes that a priori knowledge about a prob
lem’s organization exists and is used. The result of each 
run of the WTA algorithm is, therefore, expected to be the 
same when patterns are fed to the WTA network a cluster 
at a time. For patterns that are scattered throughout the 
search space, the result of each run of WTA method may 
dramatically differ depending on initial choice of all the 
parameters. rFhis applies especially to the order in which 
patterns are applied, as well as with the cluster radius cho
sen

An .deal case for WTA are problems with very small, dis
tinctively grouped patterns that are distributed at far dis
tances. Here if the radius of attraction is much smaller 
than the distance between clustered patterns, the WTA 
approach is likely to return fast and repeatable results.

Even though different variations of the WTA approach may 
rely upon a single iteration through all the patterns, more 
general WTA algorithm may require a number of itera

tions. Although sometimes computationally very fast, the 
former WTA approaches has the negative effect of produc
ing dramatically different clustered patterns for each of the 
different runs. This unsupervised approach does little to 
target a learning constant a  that learns to anticipate the 
possible cluster positions. As a consequence, the knowledge 
gained from any one application of the WTA method does 
not guarantee an improvement on subsequent applications. 
In essence, the careful selection of the starting parameters 
is key criteria to the performance of the WTA method.

In contrast to the WTA algorithm, the orthogonal search 
algorithm is deterministic in the sense that the algorithm 
returns the same clustering of patterns, irrespective of the 
order that patterns are shown to the network. Hence, as 
additional patterns are subsequently added to the search 
space, no previous information about patterns already pro
cessed is lost. This property distinguishes the advantages 
of the orthogonal approach over the WTA method, and un
derscores the importance of formulating information-based 
operations in an orthogonal (independent) fashion.

The orthogonal search algorithm may result in a larger 
number of clusters; some of which may contain only a single 
pattern. For this reason, the orthogonal search may be 
more suitable for detecting patterns, rather than clusters. 
However, this is not a limitation. The resolution of the 
pattern depends directly on the scanning step size 5. The 
smaller the step size 5, the better is the resolution. Al the 
lower end of a search boundary, the entire set of patterns 
is recognized as belonging to a single cluster, while at the 
upper end of a search boundary the recognition of clusters 
allows for a cluster containing a single pattern. Unlike the 
WTA method, the orthogonal search algorithm does not 
rely on the use of a learning constant, even though it is an 
unsupervised method.

Both the WTA and the orthogonal approaches gener
alize easily to higher-dimensional problems. In higher- 
dimensions, the orthogonal search may prove to be slower 
than WTA; however, the parallel and deterministic nature 
of the orthogonal search method can be exploited to maxi
mize computational efficiency. In addition, the orthogonal 
search approach has the advantage of decoupling the prob
lem domain into subspaces that can be explored systemati
cally. This is done through the recursive application of the 
RSE architectural unit layer, where each pair of dimensions 
is investigated individually. The one most important ar
chitectural aspect of the orthogonal search approach is the 
recursive application of this fundamental RSE unit layer as 
illustrated in Figure 2.

In Figures 8 and 9 an application of a COG (with a  =  I) 
and the orthogonal approaches are illustrated, respectively. 
For the COG method, the possible clustering depend upon 
the value of a, so that the example of patterns used is sus
ceptible to several different clustering possibilities depend
ing upon the value selected for a. The red line in Figure
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8 merely indicates the order of pattern scanning applied in 
this COG example.

Fig. 8. COG clustering.

The orthogonal approach is independent of a  so that the 
clustering is determine once and is never changed. The two 
orthogonal searches are depicted by red and blue lines. For 
a fix radius of attraction, all patterns grouped in one cluster 
are surrounded by a red line that serves as one boundary 
arid a corresponding blue line on the opposite boundary. As 
a consequence of the cluster invariance for the orthogonal 
approach, a matrix representation of the cluster arrange
ment can be formulated. In this formulation, as the pat
terns are clustered into larger groups the matrix becomes 
sparse and thus the cluster locations can easily be manip
ulated during subsequent analysis. It should be noted that 
the rotational lines are not drawn in the figure; however, 
the rotations are applied to verify or eliminate patterns 
that do or do not occupy positions defined by the initial 
orthogonal search. In fact, this is the motivation to formu
late the cluster positions in a sparse matrix representation.

Figure 10 pictures the corresponding matrix associated 
with the results of the orthogonal scanning technique. For 
the orthogonal approach, this representation is fixed and 
provides a concise formulation of the clustered space, ft is 
very gratifying to realize the over all simplistic structures 
that emerge from this canonical formalism.

Fig. 10. Sparse matrix representation.

VIII. O n t h e  C a n o n ic a l  S t r u c t u r e  o f  t h e  
O r t h o g o n a l  A r c h i t e c t u r e

The orthogonal search neural network architecture is an 
unsupervised, feedforward type of network. The network 
is recursively applied to the search space defined by the 
problem domain in two- or higher-dimensions. The archi
tecture is built from two basic layers that are combined re
cursively as it is applied to the search space. Although only 
four layers are necessary, additional layers can be added to 
enhance the sharpness of detecting, refining and smoothing 
cluster boundaries within the search space. The first two 
layers combine orthogonal search signals in the {n x m}- 
dimensional space, and their outputs combined with the 
rotational searches applied in the next layer. At each of 
these levels, the computational dependence allows for and 
defines the parallel aspects of the architecture. Within this 
architectural framework, a highly parallel implementation 
is easily achievable. This property is the result of the non- 
adaptive nature of the information operators defined by 
this architecture. Rather than the original formulation of 
the perceptron model where the information operations are 
defined by Equation (I), this new canonically simplified or
thogonal architecture uniquely defines without ambiguities 
the number of nodes required within each layer of an {n x 
m}-dimensional network.

Fig. 9. Orthogonal clustering.

T X . C o n c l u s io n

The notion of information-based algorithmic design is 
an abstraction that may potentially provide a means to
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achieve a canonical formulation of the solution technique. 
In this presentation, the information operator associated 
witn the perceptron learning algorithm is separated into 
two independent components and used in a non-adaptive 
formulation that defines an ANN architecture with unam
biguous number of nodes per translation and rotation lay
ers. Specifically, the basic design of the proposed ANN net
work defines three {n x m}-dimensional layers that make 
up the basic building blocks of the network. The recursive 
application of this basic ANN block results in finer over
all resolution. In addition, the non-adaptivc nature of the 
proposed algorithm exhibits a canonical structure that is 
computational parallel and specifies uniquely the number 
of neural nodes within each layer as required to define the 
architecture exactly.

Both the WTA and the orthogonal algorithms belong to 
the unsupervised type of learning, where learning the de
sired outcome (number of clusters) is not known ahead of 
time. The orthogonal search algorithm excels at detecting 
patterns rather than clusters. However with predefined 
search step if can also produce clustering of the pattern 
space. An advantage of the orthogonal algorithm is the si
multaneous execution of the two sets of input layer nodes. 
Once the input layers have completed their orthogonal {n 
x m}-dimensional search, the second layer of rotations can 
assimilate the knowledge discovered by the first layer in a 
parallel fashion as well. The intersection of these three lay
ers, executed in parallel on three (sets of) nodes will result 
in a clustered space.
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Abstract: Bringing cutting-edge natural computation 
research into industry is a challenging task, with 
numerous obstacles to overcome. In this paper I 
describe a few  selected projects that we have 
developed at the Centre o f  Excellence fo r  Research in 
Computational Intelligence and Applications (Cercia) 
and I discuss the promising future o f  Computational 
Intelligence techniques in industry.

Keywords: Natural computation; industrial
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I. INTRODUCTION

Computational intelligence (Cl) is an umbrella term 
which covers a number of diverse techniques such as 
Evolutionary computation, neural networks, agent- 
based models, simulated annealing and ant-colony 
optimisation. Most of these techniques also fall under 
the umbrella of ‘natural computation’ (NC) and, in 
particular, Evolutionary Computation (EC). [1]

These Cl techniques distinguish themselves from 
conventional analytical techniques by several powerful 
properties: •

• They are flexible
о Which allows them to be applied to a very 

large range of challenges inside and 
outside of academia.

• They are adaptive and autonomous
о Which means that they are able to Ieam 

from past experience with the minimal of 
human interaction.

• They are (often) decentralized
о Which means that they often do not have a 

single point of weakness.
• They are easily parallelized

о Many algorithms, especially evolutionary 
ones, can run perfectly in parallel with 
no loss of quality and a near-linear speed 
improvement.

• They are robust to errors
о Which means that they are highly suitable 

for application to real-world problems, 
where data are very rarely neat, tidy or 
complete, and virtually never noiseless.

• They are simple
о Though I appreciate that this might be 

controversial, and I also accept that the 
field of Cl has a large number of 
potential pitfalls, I claim that the 
algorithms themselves are extremely

simple, which means that they are easy 
to teach and easy to implement. 
However, they are still capable of 
producing extremely complex and 
advanced results.

These properties make them ideally suited for many 
industrial applications, which very rarely conform to 
the ideal, theoretical applications on which such 
techniques are generally tested. Real-world data are 
very rarely well-behaved in the sense required by 
conventional algorithms.

A perfect example of this problem is with the 
Travelling Salesman Problem (TSP), which involves 
finding the shortest route between a number of fixed 
points by visiting each one once and once only. When 
dealing with the simplistic mathematical problem, Cl 
techniques can be beaten by complex analytical 
techniques such as the cutting plane method [2][3],

However, once one considers real-world datasets, one 
encounters problems such as one-way streets, complex 
junctions, road gradients, fixed refuelling locations, 
etc. (see section 2). In this situation, it is relatively 
easy to extend an evolutionary algorithm to solve the 
TSP within a reasonable time, and moreover the Cl 
method is an ‘anytime’ algorithm, producing a legal 
solution right from the first iteration and further 
refining this over time. However, conventional 
methods fail at this stage, as they cannot be modified in 
order to deal with such constraints.

Cercia

Cercia was funded primarily as a proof of concept for a 
host of computational intelligence technologies in 
order to assess their suitability for use in industry, as 
well as to educate the business community about the 
need to investigate, develop and adopt cutting-edge 
computational technologies. As such its goals are 
threefold:

Firstly, to continue the tradition of world-leading 
research that we have established in Birmingham, with 
a focus on developing technologies that will be of use 
to industry within a medium-long term timescale.

Secondly, to do work with industry applying current 
state-of-the-art techniques to real-world problems 
whilst guiding our own research and development 
towards more fruitful directions.
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Thirdly, to carry out education within the sphere of 
natural computation, in order to ensure that the 
technological industries within the West Midlands are 
able to compete on a global scale in the 10-20 year 
future timeframe.

I share in this paper a number of examples of the 
above.

Firstly, two clear industrial applications, encountered 
as part of our work. Each one is the result of a 
collaboration between Cercia and one or more 
industrial partners, who are listed in the relevant 
sections.

Secondly, a selection of smaller, more classified or 
less-mature projects, each of which comprises of a 
brief description of the work undertaken together with 
selected further reading. These projects vary in direct 
industrial applicability from fully industrial projects 
right through to speculative research and teaching.

Any questions about the above should be addressed 
either to the author, or to the individual contacts listed 
in each section.

2. ROUTE OPTIMISATION FOR 
SALTING TRUCKS

In collaboration with Entice Technology Ltd, 
Birmingham.

The Challenge

Our partners, Entice Technology Ltd., have developed 
an advanced prediction model to calculate road surface 
temperature predictions based on climate models and 
geographical data, together with meteorological data 
gathered in real time from the government. They are 
able to predict which roads are likely to be covered 
with ice, especially after particularly cold winter 
nights. These roads then need to be gritted by the local 
council using a fleet of trucks especially designed for 
the purpose.

The challenge here is in designing a route for these 
trucks to follow, in order to optimise efficiency. That 
efficiency is in terms of distance travelled, grit spread, 
and time taken to cover a sufficient fraction of the road 
network. The road is also subject to a large number of 
strong constraints, including but not limited to the 
following: •

• Certain roads will have more severe ice cover
than others.

• Trucks only have a certain maximum fuel load.
• Trucks can only carry a maximum amount of grit.
• Some roads are one-way
• Some roads are more vital than others.
• All roads should be covered occasionally, just to

satisfy local tax payers!
• Different roads have different speed limits.
• Some roads are too narrow for the trucks to pass

down.

A proposed route must optimise the following 
parameters:

• Minimise the total journey length, and thus
minimise fuel cost

• Minimise the total journey time, and this grit the
roads as quickly as possible. Related to 
minimising journey length, but also includes 
road types.

• Maximise the speed with which major roads are
covered.

• Maximise the coverage of roads with the most
severe ice risk, whilst minimising the coverage 
of roads with lower risk.

The Solution
Natural computation technologies, in particular 
evolutionary computation, provide an ideal solution for 
this complex challenge.

Capacitated Arc Routing Problems
Salting route optimization (SRO) can be regarded as an 
instance of the Capacitated Arc Routing Problem 
(CARP) [4][5], Suppose that a graph is defined in 
which each edge has an associated cost. Additionally, 
a set of required edges and a demand is defined to each 
edge in the graph. There are several vehicles to fill the 
demands, where each vehicle has the predefined 
capacity of services for the demands. A depot is 
defined elsewhere in the graph. All vehicles must 
depart from this depot and return there at the end of 
their service tour. The problem is to find a set of tours 
which have a minimum total cost for all vehicles, 
ensuring the demands of all required edges are filled by 
at least one vehicle, whilst ensuring the total services 
capabilities of each vehicle are not exceeded.
Another overview of the project is found in [6]. More 
details about the exact evolutionary algorithm can be 
found in [7][8]. More details about the road surface 
temperature model can be found in [9] [10].

Figures 1,2 show the road surface temperature for a 
marginal (near-freezing) night in the road network of 
the county of South Gloucestershire, England, together 
with its corresponding best-fit salting routes. The 
evolutionary method produced routes that were over 
15% shorter in total than the conventional routes, 
designed by hand.

15% shorter routes equates to a corresponding saving 
in terms of time and cost, which also reduces 
environmental impact, and increases the speed with 
which vital arterial roads can become safe, potentially 
saving lives.
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Figure I : Predicted road surface temperature graph for 
the county of South Gloucestershire, England.

Figure 2 : Resultant salting routes for the network In 
figure I.

3. STOCK FILTERING USING 
EVOLUTIONARY TECHNIQUES

In collaboration with the Investor’s Chronicle (IC) 
magazine, Financial Times group, UK.

The Challenge

There are almost 2,000 individual companies listed 
on the London Stock Exchange. For each company, a 
large amount of financial information is available, 
including historical price movements, daily trading 
figures, earnings estimates, yield percentages. Together 
with these, one can also obtain figures for the 
aggregated index, allowing comparison with the

overall market sentiment for a given period. Also 
available are the interest rate and inflation values for 
the entire historical period.

Many stock analysis techniques have focused on 
analysing single stocks using signal processing 
techniques in order to estimate their likely forward 
prospects. Flowever, this method seems largely 
fruitless, mainly because, at least with larger 
companies, one can assume that their stock price 
contains little or no useful information (the efficient 
markets hypothesis) and that, for smaller companies, 
price volatility caused by utterly external factors, such 
as related news or rumours, can make such methods 
fail.

There is much to be learned by instead producing a 
system that can take the entire list of all London quoted 
stocks, and then reduce that down to a smaller subset, 
around 10-20 stocks, which can then be thoroughly 
analysed by a human being. This way we combine the 
strengths of a computer in number crunching and data 
analysis, with the strengths of a human in textual 
investigation and instinct.

The Solution

Together with collaborator Dan Oakey at the IC, I 
obtained a dataset for the top 100 companies in the 
FTSE index, including all the above information on a 
daily basis back to 1990, or when the company was 
formed (whichever was most recent). To this, I applied 
two separate techniques from the field of evolutionary 
computation, namely genetic programming (GP) and 
evolutionary conjunctive rules (ECR) in order to 
develop stock screens -  that is, sets of rules which can 
be applied to the full list of companies in order to 
reduce them to a more manageable number, with a 
strong bias towards those companies which are 
expected to outperform in the short term.

I will explain these methods in turn.

Genetic Programming for Stock Filtering

Genetic programming is a process whereby programs, 
or formulas, may be evolved through an evolutionary 
competition. Conventionally, programs take the form 
of a tree, with crossover and mutation following the 
standard form for tree-based evolutionary operators.

Within the realm of stock fitting, genetic program (GP) 
trees were evolved in order to combine the various 
fundamental financial statistics in a way that would 
create innovative and potentially insightful rules for 
stock filtering. The benefits of a GP individual over a 
conventional stock filter are threefold:

• GP filters can explore a much larger search
space than humans can

• GP filters may test ‘non-humanlike’ filter terms
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that a human would never think of, but which 
might provide a substantial improvement over 
the standard results.

• GP filters are not constrained by the human bias 
of knowing what to expect.

The drawbacks of using GP in a substantial search 
space are primarily concerned with over-fitting, and the 
vast explosion of search complexity for a modest 
increase in node counts.

The search complexity issue can be at least partially 
solved by using a parsimonious fitness function, which 
rewards filter trees which achieve a good result with 
the smallest size possible. The problem here lies in 
configuring the balance between these two quantities 
without overly penalising novelty in the evolutionary 
process. The more strictly one penalises tree 
complexity, the more rapidly one arrives at an answer, 
but the less likely one is to find a good answer.

Figure 3 shows an example GP stock filter, derived 
from a database of FTSE top 100 stocks over the 
period January 1990 -  November 2004. This example 
is one of the more complicated ones, containing 39 
nodes.

Figure 3 : An example GP stock Alter

Evolutionary Conjunctive Rules Algorithm 
for Stock Filtering

Conjunctive rules are simply sets o f binary statements 
joined together by an AND operator. That is to say, a 
data point passes the test if and only if it satisfies every 
single one of a series of rules.

The genome of an individual therefore consists of an 
open ended set of rules, each of which is specified in a 
numerical manner including the rule type and its 
associated values.

Minor mutations in a conjunctive rule set are far less 
destructive than mutations within a GP code, so

therefore this method is more robust to evolutionary 
change, and is also less susceptible to falling into local 
minima, due to its vastly lower search complexity.

Several extensions remain to be studied. For example, 
the conjunctive rules algorithm can be adapted to 
include a ‘mostly correct’ pass criterion, whereby a 
data point (individual stock) may fit all but one of the 
rules, and still be accepted.

Results

Work is still ongoing with this project, but the aim is to 
be able to test GP and ECR filters against those that are 
conventionally used in finance, such as the ‘Graham 
screen’, which looks for value stocks.

Example GP and ECR portfolios seem almost always 
to prefer ‘momentum investing’. That is, to pick stocks 
that already seem to be outperforming the index, and 
then to choose these with a certain set of provisos, 
usually based around debt levels and a ‘braking’ effect 
to avoid choosing those stocks which look as if they 
are growing too quickly.

4. SELECTED FURTHER PROJECTS

There isn’t space in one paper to cover all of the 
various research and development projects that we 
have undertaken in Cercia, so I include a selection of 
other projects here in brief detail. Further information 
can be provided on request, either from the author or 
from the lead researchers cited at the beginning of each 
section.

Many of these projects were carried out in 
collaboration with an industrial collaborator or 
sponsor. In some cases, this restricts the amount that 
can be disclosed about the projects themselves.

Adaptive Scheduling for Warehouse 
Management

In collaboration with a major Birmingham-based 
database & software company. Lead researcher : Yong 
Xu (vxx@cercia.ac.uk)

Warehouses are managed by extensive computerised 
databases, which record the current warehouse state 
and the current list of tasks to be done. Tasks may be 
stock moves, stock checks or stock manipulations (e.g. 
splitting or re-forming of component parts).

In a warehouse there are a fixed number of people, and 
a fixed number of vehicles. Each person has a set of 
abilities, allowing them to use, or prohibiting them 
from using each of the items of machinery. Similar 
permissions are also defined for access to physical 
locations within each warehouse (e.g. restricted secure 
areas, freezer storage), access of each vehicle to each 
area and permission of each person to be able to move
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each product type. Finally, each vehicle has a certain 
capacity, maximum height, physical size and speed 
which affect the tasks that it can do efficiently.

The challenge is to generate a dynamic task allocation 
system which will distribute, on demand, the pending 
tasks in such a way as to minimise the number of tasks 
completed past their deadline and to maximise the 
throughput of tasks through the system with the fewest 
resources possible.

We created two components for this particular 
feasibility study. Firstly, a scheduler which took the 
current warehouse state, permission matrices and task 
list, and generated on demand a next best task for each 
of the available staff members. Secondly, a complete 
warehouse simulation environment in which our 
proposed scheduling algorithms would be tested.

We investigated many technologies on request from 
this company, in particular the application of neural 
networks to task duration estimation, and also the use 
of evolutionary algorithms to provide a powerful on- 
demand scheduling tool.

ChessBrain -  The World’s Largest Chess 
Supercomputer

Lead Researcher : Colin Frayn fcmf@cercia.ac.uk')

The ChessBrain project currently holds an official 
Guinness World Record for the largest number of 
computers used to play one single game of 
chess.fl I][12][13]

ChessBrain was formed as a collaboration between 
Car'os Justiniano (CFC Inc., USA) and Colin Frayn 
(Cercia) in order to investigate the feasibility of 
massively-distributed inhomogeneous speed-critical 
computation over the internet. Distributed search gives 
huge speed benefits on parallel problems, though chess 
tree search is only partially parallel so this introduces a 
number of new challenges. In addition, we had to deal 
with the effects of varying CPU speed, 0/S and 
connection bandwidth, all of which made the 
synchronization of search results extremely difficult.

In the two years since ChessBrain played its first 
match, we have been working on a second generation 
framework into which we can host the same chess
playing Al structure, but which will enable us to make 
far better use of that same Al and will permit efficient 
access to a far wider range of contributors, including 
locally networked machines and dedicated compute 
clusters.

Figure 4 shows the configuration of the next generation 
ChessBrain П system, which utilises a hierarchically 
distributed model in order to cut down the issue of 
connection requests clogging the central server. The 
intelligence sits in the middle, distributing new work 
units as and when they arise, and updating its current

memory state with any new data returned from the 
connected contributors.

By the time this paper is delivered, ChessBrain II will 
have played its first two demonstration matches in Los 
Angeles, California and Reno, Nevada. Both of these 
will be taking place in early May, if all goes according 
to plan.

Sscvor

Figure 4 : ChcssBrain II configuration

Energy Usage Monitoring Systems

In collaboration with the University of Birmingham 
Estates Office. Lead Researcher : Thorsten Schnier 
(txs@cercia.ac.uk')

The University of Birmingham has over 500 electricity 
meters, remotely read, throughout its campus. These 
readings arrive at a frequency of one every 30 minutes 
from each of the 500 meters, which makes monitoring 
them a very difficult task except in an extremely naive 
manner. Currently the best available solution is either 
to set a fixed maximum limit for each day, per meter, 
or else to specify a manually-configured warning 
profile. Our system takes historic data and learns past 
trends in order to warn when usage deviates 
significantly from the expected values for a given 
location, time of day and time of year.

Analysis of EEG Signals

In association with the Medical School, University of 
Birmingham. Lead Researcher : Xiaoli Li 
(xxl@cercia.ac.uk') [14][15][16][17]
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This work covered several aspects of the analysis of 
EEG data using wavelet techniques. The four main 
areas of interest were:

• Prediction of Epileptic Seizure;
• Computation Neuronal Oscillations;
• Measure of Depth of Anaesthesia via EEG 

recordings;
• Multiple time series for Intracranial EEG 

Recordings;

In the first project, which has most real-world 
significance, wavelet coherence techniques were used 
to monitor the signals from EEG measurements in 
epileptic patients. Initial studies showed how wavelet 
techniques incorporating chaos theory could be used to 
predict an upcoming epileptic seizure significantly 
ahead of time. This is now being developed into a 
MatIab toolkit, and potentially into a commercially 
available hardware and software package for sale to 
medical centres (initially) across the UK.

Financial Planning and Strategy 
Development for the Deregulated Water 
Industry

In association with a large utility company within the 
UK. Lead Researcher : Jin Li (ixlff cercia.ac.uk)

This particular client was interested in exploring 
computational intelligence tools in order to build a 
comprehensive model of competition within a 
deregulated water industry. Deregulation in the UK is 
onlv just over the horizon, and is expected to be 
introduced in the near future.

In this environment, companies must be able to 
identify where they are most likely to make substantial 
gains in terms of customer numbers, and in which areas 
their competition will be fiercest. This forewarning 
will allow our clients to direct their advertising spend 
towards the places where it is most necessary, and also 
to configure their tariff layout accordingly.

Cercia developed a model which could be incorporated 
with our client’s existing databases and prediction 
models, which would simulate the effect of various 
pricing strategies and assumptions about competitor 
policies and thus predict the expected market share on 
a geographical and temporal basis.

Exploiting Ensemble Diversity For 
Automatic Feature Extraction

In collaboration with Honda Research Laboratories, 
Germany. Researchers : Vineet Khare, Gavin Brown, 
Xin Yao, JeremyWyatt (Birmingham) [18][19]

This work is an effort towards developing a system that 
would automatically discover natural decompositions

of complex problems, while simultaneously solving the 
sub-problems. In most cases such decomposition relies 
on human experts and domain analysis. A system that 
can produce modules, which solve a subset of a big 
problem, can save us from manually crafting them. 
Other than the design and analysis of such a system, 
knowledge about how and when modularity is useful in 
automatic problem decomposition also constitutes an 
essential part of this work.

Multi-network systems, i.e., multiple neural network 
systems, can often solve complex problems more 
effectively than their monolithic counterparts. 
Modular neural networks tackle a complex problem by 
decomposing it into simpler sub-problems and then 
solving them. Unlike the decomposition in modular 
neural networks, a neural network ensemble usually 
includes redundant component nets and is often 
inspired by statistical theories. We have studied 
different types of problem decompositions and discuss 
the suitability of various multi-network systems for 
different decompositions. A classification of various 
multi-network systems, in the context of problem 
decomposition, was obtained by exploiting these 
differences. Then we investigated a specific type of 
problem decomposition, which gives no information 
about the sub-problems and is often ignored in 
literature. A novel modular neural network 
architecture for problem decomposition is presented. 
With the help of this modular network structure we 
assessed the usefulness of modularity in Artificial 
Neural Networks for the type of problem 
decomposition chosen.

Various factors, including learning algorithm (batch 
and incremental; first and second order gradient- 
descent and evolutionary learning algorithms), type of 
network (Radial Basis Function and Multi-Layer 
Perceptron) and type of task (linear and non-linear; 
static and dynamic) required of the network, were 
considered for this assessment. Based on this 
assessment we concluded that the usefulness of 
modularity, if judged on the basis of the performance 
of the system on a static task, depends on the learning 
algorithm used and by using a more sophisticated 
learning algorithm it is possible to achieve similar, if 
not better, performing non-modular structures as 
against a modular structure. However, we found 
modular structures at an advantage for a couple of 
dynamic-task-scenarios. These dynamic environments 
might have give modular structures the much debated 
selective advantage over monolithic systems during 
evolution.

A co-evolutionary model was created, which we used 
to design and optimize such modular neural networks 
with sub-task specific modules. The model consists of 
two populations. The first population consists of a pool 
of modules and the second population synthesizes 
complete systems by drawing elements from the pool 
of modules. Modules represent a part of the solution, 
which co-operate with each other to form a complete 
solution. Using two artificial supervised learning tasks,
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constructed from smaller sub-tasks, we showed that if a 
particular task decomposition is better than others, in 
terms of performance on the overall task, it can be 
evolved using the co-evolutionary model. The co- 
evolutionary model is assessed on various tasks, 
previously found favourable to modular structures, to 
check for the emergence of corresponding modularity. 
Further, the co-evolutionary model is also used to 
support arguments presented as possible reasons for the 
abundance of modularity in natural complex systems.

Diversity creation in local search for the 
evolution of neural network ensembles

Researcher : Pete Duell (Birmingham)

One approach to the design of accurate and diverse 
ensembles is the EENCL algorithm (Evolutionary 
Ensembles with Negative Correlation Learning) [20]. 
Unlike many other ensemble methods, the individual 
networks are trained in parallel, rather than 
independently or sequentially. Individual networks 
Ieam by Negative Correlation Learning (NCL) [21] 
and evolutionary learning [22]. Diversity amongst the 
final population is encouraged by the negative 
correlation of the networks’ outputs and through 
speciation by implicit fitness sharing [23] [24].

Both accuracy and diversity are important for the 
creation of good ensembles. EENCL proved successful 
on some problems. However, little work has been 
carried out to analyze why EENCL is effective. 
Specifically we are interested in what contribution 
NCL makes to the performance of the algorithm, since 
it introduces an extra parameter and additional 
complexity. This paper uses additional datasets to 
analyze how the two learning mechanisms of global 
evolution and local search interact. Surprisingly, we 
find that NCL is not an essential component of EENCL 
for the datasets tested, and that a comparable 
performance can be achieved with a much simpler 
local search technique: Back propagation. Our 
experiments show that by replacing NCL in EENCL 
with Back propagation, we can achieve comparable 
classification accuracies, and also produce ensembles 
that are just as diverse in terms of the joint correct sets 
of the networks and also in terms of correlation of 
outputs.

MSc in Natural Computation

Lead by Xin Yao1 Birmingham. The University of 
Birmingham School of Computer Science, in 
collaboration with several Cercia researchers, has been 
running the UK’s first natural computation masters 
course for several years, with excellent results. Several 
of our graduates have gone on to work for major 
multinationals, study for MBA degrees and continue 
their studies at the PhD level and beyond [25].

Continuous Spatial Iterated Prisoner’s 
Dilemma with Kin Markers
Lead researchers : Colin Frayn, Siang Yew Chong, 
Andy Pryke (Cercia).[26]

The iterated prisoner’s dilemma (IPD) has been used as 
a model for investigating cooperation in nature. In this 
work, we presented an analysis of the evolution of 
reciprocal cooperation in a dynamically simulated 
environment in which individual agents were free to 
move in space, interacting with their nearest 
neighbours in fixed-length IPD games. [27]

Agents aim to avoid those against whom they score 
poorly, and to seek out those against whom they score 
highly. Individuals are modelled using finite state 
machines, allowing us to extend previous work on kin 
group markers. Though they had no direct effect on an 
individual’s strategy, such markers did lead to the 
emergence of coherent, mutually-cooperating sub
populations.

Our conclusions, resulting from over 5.4 trillion 
individual IPD games, include the following:

(1) W econfirmthepredictionmadeby 
McElreath [28] that individuals prefer to 
cooperate with, and remain near, their own kin 
compared with others.

(2) Increasing state complexity or kin diversity 
increases the degree of inter-group 
cooperation and leads to less frequent 
extinctions.

(3) Semi-stable predatory niches with mimicry do 
exist within this environment.

(4) The introduction of errors increases the degree 
of inter-group cooperation.

A Memetic Algorithm for VLSI Floor 
Planning

Researchers : May Tang, Xin Yao (Birmingham)

For more information, please see [29]

Adaptive Nonlinear Dimensionality 
Reduction with a Local Metric

Lead Researcher : Huanhuan Chen (Birmingham)

With the development of data collection and storage 
capabilities, researchers working in domains as diverse 
as engineering, astronomy, biology, remote sensing 
and economics, have to Iace larger and larger data sets 
and higher and higher dimensional data. Traditional 
statistical methods break down partly because of the 
increase in the number of data points, but mostly 
because of the curse of dimensionality
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Understanding the structure of multidimensional 
pattims, especially in the unsupervised case, is of 
fundamental importance in data mining, pattern 
recognition and machine learning. Several algorithms 
have been proposed to analyze the structure of high 
dimensional data based on the notion of manifold 
learning. These algorithms have been used to extract 
the intrinsic characteristics of different types of high 
dimensional data by performing nonlinear 
dimensionality reduction. Most o f these algorithms rely 
on Euclidean metric and manually choosing 
neighborhood size. They can't recover the intrinsic 
geometry of data manifold automatically and 
accurately for some hand data sets.

In this work, we have developed an adaptive version of 
ISOMAP[30] that integrates the advantages of local 
and global manifold learning algorithms. Faster 
convergence rate of this algorithm is obtained by 
replacing the Euclidean metric with an arc length 
metric as the second-order approximation of geodesic 
distance. Our experiments on synthetic data as well as 
real world images demonstrate that our proposed 
algorithm can achieve better performance than 
ISOMAP and solve some harder data sets that are 
impossible for global methods. Paper submitted April 
2006.

Environmental Monitoring and Protection

Lead researchers : Yong Liu, Xin Yao

Environmental monitoring and protection are crucial to 
the quality of our life and the ecological system in the 
world. For example, a major outbreak of the blue-green 
algae in a fresh water lake can have a devastating 
impact on the fish and other lifes in the lake.

We have used evolutionary artificial neural networks to 
predict the activities of Chlorophyll-a in a lake in Japan 
[31 ]. We were able to produce much more accurate 
prediction than other methods The more accurate 
prediction would enable us to take an appropriate 
preventive action and reduce the risk of a major 
outbreak.

TrafRc Flow Prediction in 
Te'ecommunications Networks
LeadresearcherrYongXu (vxx@cercia.ac.uk~)

In a telecommunications network, it is very important 
to know when the network is busy and when it is not. 
Such information will enable a carrier (company) to 
make an informed decision on the necessary capacity 
between two cities as well as set a pricing policy that 
encourages off-peak use of certain lines. However, it is 
very difficult to predict traffic flow in a conventional 
telecommunications network. We have used our newly 
developed neural network ensembles to predict traffic 
flow in an Austrian telecommunications network 
among 32 regions [32]. We have shown that our 
negative correlation learning algorithm can train an

ensemble successfully to solve this problem.

Although the project was carried out for a 
telecommunications network, the techniques we used 
can equally be applied to flow prediction in an 
electricity network, a water network, or a gas network. 
We will be able to predict the demand within a period 
based on historical data.

Further work in this area can be found in [33][34],

Credit Card Assessment

Lead researcher : Xin Yao (xin@cercia.ac.ukI

Credit cards are widely used in the world, even in 
developing countries like China and India. However, 
issuing a credit card carries some risk because the card 
holder may or may not pay back the money. It is 
important for any bank to assess the risk of a potential 
card holder before issuing a card. We have applied our 
evolutionary artificial neural networks and neural 
network ensembles for credit card application 
assessment in an Australian bank. Excellent results 
have been obtained in comparison with other existing 
methods.

The techniques we have developed for the Australian 
credit card problem can be applied to other problems, 
such as insurance fraud detection, risk assessment for 
loans, premium setting for insurance, etc.

Clustering and its Application to Rail 
Maintenance

Researchers : Derek Bartram, Xin Yao (Computer 
Science), Michael Burrow (Engineering)

Railway track intervention planning is the process of 
planning what maintenance to perform, where and 
when. Until approximately the early 1990’s the process 
was performed solely by the track engineers using their 
judgment. While the track engineers are typically very 
experienced, there was a concern that the maintenance 
planning was not consistent, and certainly not optimal.

For this reason, the European Rail Research Industry 
(ERRI) commissioned EcoTrack; a system for 
producing intervention plans. The complexity of 
railway track intervention planning is down to three 
main factors; firstly railway track is comprised of a 
large number of parts (with many variations) with 
highly complex interactions secondly, the deterioration 
of each of the various components is unique and again 
complex, and thirdly, track (including its components) 
can fail in a number of ways due to many different 
factors, many of which are external.

Producing a single uniform model for rail deterioration 
is a highly complex process, however by adopting a 
divide and conquer approach (using clustering as the 
process for dividing the complexity of the problem),
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the process of producing a model can be simplified. 
Instead of producing a single highly complex model for 
rail deterioration, for each type of failure a less 
complex model can instead be produced.
As part of the clustering process, rule extraction is used 
for the determination of which cluster a new data 
element belongs to. Two main techniques arc used, 
decision tree generation, and evolutionary algorithms. 
The rules generated can be also be used to verify the 
correctness of the clusters, especially in cases where 
the concept of closeness is less clear, as in the case of 
rail deterioration systems.

Paper currently in preparation.

5. CONCLUSION

Computational intelligence technologies are now 
being used in industry to an increasing degree. 
Technology transfer centres like Cercia are helping by 
developing new Cl technologies, and also by tailoring 
their research and development around what industry 
wants and needs.

With increasing levels of data and complex 
numerical processes within industry, it is more 
important now than ever before that we encourage the 
adoption of 2Г1 century techniques in areas where 20th 
century techniques will surely fail.

Піе greatest benefit of natural computation 
techniques in industry is that they are so easy to sell -  
with businesses interested in the bottom line, all it 
takes is a well-crafted demonstration which shows the 
percentage saving, either in time or money, that a 
natural computation technology can bring. Especially 
in fields like journey optimisation, packing, scheduling 
or stock cutting, it is particularly easy to convert 
savings in time, distance or space directly into money.

Natural computation technologies are no longer the 
exclusive realm of academic research, and the best way 
to secure future years of funding is to publicise the 
technologies not just as academic toys, but also as the 
revolutionary, powerful, flexible technologies that they 
are. By pushing them towards commercial prominence 
we can guarantee their continued support within 
academic circles.

The easiest way to expand the knowledge and use 
of NC technologies within industry is simply to expand 
the education of these technologies at University 
undergraduate level. Our highly successful Natural 
Computation MSc programme has provided a large 
number of highly intelligent NC graduates to industry 
and academia, and now several other UK Universities 
are following suit.

It is at these grass roots levels that we must focus 
our effort in encouraging the uptake of NC 
technologies. Our experience with dealing with a top- 
down approach has been largely fruitless except within 
those large companies who already possess a

substantial research department. Attempting to 
introduce cutting-edge Cl techniques has met a huge 
amount of resistance at all levels within industry, 
primarily on grounds of ignorance, fear and resistance 
to change. In order for NC techniques to become 
indispensable to industry, their use must be considered 
right from the beginning of any project, and 
incorporated into the fabric of good coding practice.

Our experience has shown that NC technologies 
can provide a very significant saving in many areas for 
companies of all sizes. Their flexibility, robustness and 
simplicity are all highly valuable selling points, and 
they are the exact reasons why industry is finally 
beginning to sit up and listen.

6. ACKNOWLEDGMENTS

CMF acknowledges financial support and assistance 
from Advantage West Midlands, UK. Also from the 
companies and colleagues named in this report. Some 
of these projects were carried out with financial 
support from VTN Technology services, University of 
Birmingham, UK.

7. REFERENCES

[1] Back, T., Hammel, U., Schwefel, H-P., 
“Evolutionary computation: comments on the history 
and current state”, (1997), IEEE Trans. Evol. Comp., 
Vol 1., No. I , pp3-17
[2] Applegate, D., Bixby, R.E., Chvatal, V., Cook, W., 
“On the solution of travelling salesman problems” 
(1998) Documenta mathematica -  Extra Volume, ICM 
III pp645-658
[3] Applegate, D., Bixby, R.E., Chvatal, V., Cook, W., 
“Finding cuts in the TSP” (1994), Math. Prog. Symp., 
Ann Arbor, Michigan.
[4] Golden, B., Wong, R.T., “Capacitated Arc Routing 
Problem (1981) Networks, Vol. 11, pp305-315
[5] Lacomme, P., Prins, C., Ramdanecherif, W. (2004) 
“Competitive Memetic Algorithms for Arc Routing 
Problems,” Annals of Operations Research, Vol. 13 1, 
pp. 159-185
[6] Handa, H., Chapman, L., Yao, X., “Robust route 
optimisation for gritting/salting trucks: A CERCIA 
experience”, (2006) IEEE Computational Intelligence 
Magazine, Vol. I, No. l,pp6-9.
[7] Handa, H., Chapman, L., Yao, X., “Dynamic 
Salting Route Optimisation using Evolutionary 
Computation”, Proc. CEC (2005).
[8] Nagata, Y., Kobayashi, S. Edge Assembly 
Crossover: A High-power Genetic Algorithm for the 
Traveling Salesman Problem,” (1997) Proc. 7th Int’l 
Conf. on Genetic Algorithms, pp. 450--457
[9] Chapman, L., Thornes, TE., Bradley, A.V. (2001) 
“Modelling of road surface temperature from a 
geographical parameter database. Part I : Statistical,” 
Meteorological Applications, Vol. 8, pp. 409 4 19
[10] Chapman, L., Thornes, J.E., Bradley, A.V. (2001) 
“Modelling of road surface temperature from a

34



geographical parameter database. Part 2: Numerical,” 
Meteorological Applications, Vol. 8, pp. 421—436
[11] Frayn, C.M. & Justiniano, C., “The ChessBrain 
Project -  Massively Distributed Inhomogeneous 
Speed-Critical Computation”, Proceedings IC-SEC, 
Singapore, 2004
[12] Justiniano, C. & Frayn, C.M. “The ChessBrain 
Project: A Global Effort To Build The World's Largest 
Chess Supercomputer”, 2003 ICGA Journal, Vol. 26, 
No. 2, 132-138
[131 Justiniano, C. “ChessBrain: A Linux-Based 
Distributed Computing Experiment”, 2003 Linux 
Journal, September 2003
[14] Li, X., Polygiannakis, J., Kapiris, P., Peratzakis, 
A., Eftaxias, K., Yao, X. “Fractal spectral analysis of 
pre-epileptic seizures in terms of criticality”, (2005) 
Joum. Neural Engineering, Vol. 2, No. 2 ppl 1-16.
[15] Li, X., Ouyang, G., Yao, X., Guan, X., 
“Dynamical Characteristics o f Pre-epileptic Seizures in 
Rats with Recurrence Quantification Analysis”, (2004) 
Phys. Lett. A., Vol. 333, No. 1-2, p p l64-171.
[16] Kapiris, P.G., Polygiannakis, J., Li, X., Yao, X., 
Eftaxias, K.A., “Similarities in precursory features in 
seismic shocks and epileptic seizures”, (2005) 
Europhys. Lett. Vol 60., No. 4 pp657-663
[17] Li, X., Ouyang, G., Yao, X., Guan, X., 
“Dynamical characteristics of pre-epileptic seizures in 
rats with recurrence quantification analysis” (2004)
Phy. Let. A., 333 pp 164-171
[18] Brown, G., Yao, X., Wyatt, J., Wersing, H., 
Sendhoff, B., “Exploiting Ensemble Diversity For 
Automatic Feature Extraction” (2002) Proc. ICONIP, 
ppl 786-1790.
[19] Khare, V., Yao, X., Sendhoff, B., “Multi-network 
evolutionary systems and automatic problem 
decomposition” (2005) IJGS (accepted)
[20] Liu, Y., Yao, X., Higuchi, T., “Evolutionary 
ensembles with negative correlation learning”, (2000) 
IEEE Trans. EC Vol. 4 No. 4 pp380-387.
[21] Liu, Y., “Negative correlation learning and 
evolutionary neural network ensembles.” (1998) PhD 
thesis, UNSW.
[22] Yao, X., “Evolving artificial neural networks”, 
(1909) Proc. IEEE, Vol. 87 No. 9.
[23] Holland, J.H., “Adaptation in natural artificial 
systems”, (1975) Uni. Mich. Press.
[24] Goldberg, D.E., Richardson, J., “Genetic 
algorithms with sharing for multimodal function 
optimisation.” (1987), Proc. ICGA ed. Grefensette 
pp41-49.
[25] Yao, X., “A Research-Led and Industry-Oriented 
MSc Program in Natural Computation”, (2006) IEEE 
Computational Intelligence Magazine, Vol. I , No. I , 
pp39-40.
[26] Chong, S.Y., Yao, X., “Behavioural Diversity, 
Choices, and Noise in the Iterated Prisoner's Dilemma” 
(2005) IEEE Trans. EC, Vol. 9, No. 6 pp540-551.
[27] Axelrod, R., “The Evolution of Cooperation” 
(1984), Basic Books, New York
[28j McElreath, R., Boyd, R., Richerson, P.J.: “Shared 
Norms and the Evolution of Ethnic Markers”, Current 
Anthropology, Vol. 44 (2003) 122-130
[29] Tang, M., Yao, X., “A Memetic Algorithm for

VLSI Floor planning”, 92005) IEEE Trans. Syst. Man. 
Cyber. Part C (accepted)
[30] Tenenbaum, J.B., de Silva, V., Langford, J.C., “A 
global geometric framework for nonlinear 
dimensionality reduction”, (2000) Science, 290
pp2319-2323
[31] Liu, Y., Yao, X., “Evolving Neural Networks for 
Chlorophyll-a Prediction” (2001) Proc. ICCIMA
ppl 85-189, IEEE CS Press
[32] Yao, X., Fischer, M.M., Brown, G., “Neural 
network ensembles and their application to traffic flow 
prediction in telecommunications networks” (2001) 
Proc. IJCNN pp693-698. IEEE Press
[33] Xu, Y., Salcedo-Sanz, S., Yao, X., “Metaheuristic 
Approaches to Traffic Grooming in WDM Optical 
Networks”, (2004) PPSN workshop
[34] Au, W.-H., Chan, K. C. C., Yao, X., “Data 
Mining by Evolutionary Learning for Robust Chum 
Prediction in the Telecommunications Industry,” IEEE 
Transactions on Evolutionary Computation, Vol. 7, No. 
6 pp532-545

35



Modular Connectionist Systems: Toward Higher Level Intelligent
Functions

Kurosh Madani
Images, Signals and Intelligence Systems Laboratory (LISSI / EA 3956) 

PARIS XII University, Senart-Fontainebleau Institute of Technology, 
Bat.A, Av. Pierre Point, F-77127 Lieusaint, France, 

madani@univ-parisl2.fr

Abstract: Recent advances in “neurobiology" allowed 
highlighting some o f  key mechanisms o f animal 
intelligence. Among them one can emphasizes brain’s 
“modular" structure and its ".self-organizing” 
capabilities. The main goal o f this paper is to show how 
these primary supplies could be exploited and combined 
in the frame o f “soft-computing” issued techniques in 
order to design intelligent artificial systems emerging 
higher level intelligent behavior than conventional 
Artificial Neural Networks (ANN) based structures..
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I. INTRODUCTION
Much is still unknown about how the brain trains and self- 
organizes itself to process so complex information. 
However, the recent advances in “neurobiology” allowed 
highlighting some of key mechanisms of animal (and 
human) intelligence. In fact, our simple and inappropriate 
binary technology remains too primitive to reproduce the 
biological complexity of these marvels mechanisms, but a 
number of those highlighted points could already be 
sources of inspiration for higher level intelligent artificial 
systems. Among interesting features of animal’s and 
human’s brain, one can emphasize its “modular” structure 
and it’s “self-organizing” capabilities. If it is still early to 
state on “concurrent” or “cooperative” nature of ways that 
these complex features interact, they could already be 
considered as basic features in emergence of higher level 
artificial intelligent behavior.
On the other hand, overcoming limitations of 
conventional approaches thank to their learning and 
generalization capabilities, Artificial Neural Networks 
(ANN) made appear a number of expectations to design 
“intelligent” information processing systems. If learning 
and generalization capabilities of these bio-inspired 
connectionist models appear as central requirements in 
intelligent systems’ design, nowadays, it is well admitted 
tha' intelligent behavior requires more sophisticated 
mechanisms than those performed by these “simple” 
models.
The main goal of this paper is to show how these primary 
supplies could be exploited and combined in the frame of 
“soft-computing” issued techniques in order to design 
intelligent artificial systems emerging higher level 
intelligent behavior than conventional Artificial Neural 
Networks (ANN) based structures. These foremost 
features have inspired a set of implementations dealing 
with real-world applications and covering several

different areas as: robotics, image processing and pattern 
recognition, classification and dynamic nonlinear 
behavior modeling (identification and prediction).
The present paper is organized in following way: the next 
section will briefly introduce the general frame of 
modular modeling. Section III will describe a first 
applicative implementation dealing with “biometric face 
recognition” dilemma in the challenging frame of “mass 
biometry”. In section IV, a different self-organizing tree
like modular system, taking advantage from a 
“complexity estimation” loop, will be described. Section 
V will present a modular Fuzzy-CMAC architecture 
dealing with fully autonomous biped robot’s walking 
dilemma. Section VI will give an additional applicative 
example of modular connectionist system dealing with 
nonlinear dynamic systems’ behaviour identification. 
Finally, the last section will conclude the present article 
and discuss a number of perspectives.

П. GENERAL FRAME OF MODULAR 
MODELING

Recently, a number of works dealing with multi-modeling 
concept have been proposed for nonlinear systems 
modeling ([1] to [7]) in order to avoid difficulties 
(modeling complexity). In fact, taking advantage from 
“modularity”, multi-modeling concept reduces 
considerably modeling or processing complexity by 
dividing the initial complex problem (or task) into a set of 
local models (or local processing modules). Adding self
organizing skill to a multi-model (or to a modular 
processing architecture) could lead to powerful structure, 
especially if local models (or local modules) are ANN 
based units.
From a general point of view; a multi-model is composed 
of several models each of which is valid in a well defined 
interval which corresponds to a part of the operation 
range of the system or covers a part of the whole feature 
space of the problem to be solved. The local validity of a 
model in a well defined interval is specified by using 
functions with limited supports which tend to 
significantly increase the contribution of the local models 
in that zone and tend to decrease it elsewhere. The 
combination of all local models allows description of the 
whole system’s behavior. The local models participations 
in the multi-model’s output are determined by “activation 
degree” associated to each local model. The action of 
“activation degrees” on multi-model’s response could be 
seen as some kind of local models responses weighting 
fashioning its response in order to approximate the 
modeled behavior.
Consider a system described by the general equation (or
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transfer function), expressed by relation (I), where F(J) 
represents a global unknown model (complex task to be 
performed, complex system to be identified, complex 
behavior to be described, etc...) and (p{t) is a feature 
vector (characteristic vector composed by a number of 
features related to data to be processed, regression vector 
composed by a number of delayed system’s inputs and 
outputs, etc...). The associated multi-model, composed by 
M  local models (or processing units) is defined by relation 
(I) where f(<p{t)) represents the i-th local model (or 
local processing unit) and /3  is a parameter vector. S (.) 
represents a fusion operator or a selection function.

y(t)= S((p (t), p )  (I)

Among popular selection functions is the relation 
expressed by (3), which depends on (p { tj  and some 
parameters p and/or conditions E1. pk represents some 
particular values of parameter p and denotes some 
particular value of condition respectively.

s(<p(‘\p>4)=(st Л Si A sMJ
with (3)

•**=1 i f  P = P k M dS  = Sk 
sk =Q else

Figure I shows the bloc diagram of a multi-model 
described by relation (2) and figure 2 gives the bloc 
diagram corresponding to a modular structure described 
by relation (3).

FigJ - General bloc diagram of a multi-model concept in the 
frame of the relation (2).
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Flg.2 - General bloc diagram of a multi-model concept In the 
frame of the relation (3).

One of the most popular fusion operators is the weighted 
sum function. In this case, the associated multi-model, 
composed by M  local models (or processing units) and 
their weights ), /¾), with pt(<p(t)/¾) > O (for all

i) and £ р ,Д ,(г ),д )> 0  (for a11 <K0)>is defined by the

weighted average expressed in the relation (2). In this 
relation f  ItpitJ) represents the i-th local model and /3 
is a parameter related to the validity function /¾.
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III. MODULAR FACIAL RECOGNITION 
SYSTEM USING KERNEL FUNCTIONS 
ANN AS LOCAL PROCESSING UNITS

Contrary to “individual biometry” where both 
authentication and identification operations assume a 
precise biometrical characterization of concerned 
individuals, the main goal in “mass biometry” is to 
authenticate or identify an unusual (suspect) behavior 
within a flow of mass customary behaviors. That’s why, 
in “mass biometry” the chief requirements concern on the 
one hand, the ability of handling patterns containing 
relatively poor information and on the other hand, the 
skill of high speed processing in order to treat a mass 
number of patterns in a reasonably acceptable delay (real
time). The solution we propose [8] includes three main 
stages. The two firsts are a video (image flow) acquisition 
device, which could be a standard digital video camera 
and an image processing stage performing a set of image 
pre-processing operations and extracting a number of 
facial biometric features. The last stage is a modular stage 
composed by a set of kernel functions based ANN ([9] to 
[12]) units carrying out classification and decision 
operations.

Fig.3 -  Bloc diagram of the implemented modular face 
recognition system.

A prototype of such modular facial recognition system 
has been realized using three ANNs (figures 3 and 5).
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Each ANN is specialized in processing of a specific kind 
of biometric feature extracted from the input image. Then 
a decision logic based procedure performs (on the basis of 
classification results relative to each biometric feature) 
the identification of the concerned individual. The 
implementation has been done on the basis of ZISC-036 
neuro-processor based board composed by 16 chips, each 
one including 36 neurons ([13] to [16]).

Eyes area “64 components” 
biometric feature

Nose area “64 components” 
biometric feature

Moutb “64 components” 
biometric feature

Fig.4 - Example of “localized biometric features” processed 
by each module composing the classification-decision stage.

Fig.5 -  Photographs, showing the Implemented system 
(upper picture), the ZISC-036 neuro-processor based board 
(lower-left), and the screen of the Implemented modular face 
recognition system (lower-middle and lower-right pictures).

The proposed solution takes advantage at the same time 
from kernel functions based ANN’s image processing 
ability implemented by ZISC-036 and from the massively 
parallel architecture of this neuro-processor allowing very 
high processing speed. The obtained promising results 
show feasibility and effectiveness of the proposed 
solution reaching 85% correct identification involving a 
relatively weak number of learned samples (5 samples per 
face).

IV. TREE-LIKE MULTIPLE NEURAL 
NETWORK MODELS GENERATOR 

WITH A COMPLEXITY ESTIMATION 
BASED DECOMPOSER

In a very large number of cases dealing with real world 
dilemmas and applications (system identification, 
industrial processes, manufacturing regulation, 
optimization, decision, pattern recognition, systems, 
plants safety, etc), information is available as data stored 
in files (databases etc.). So, the efficient data processing 
becomes a chief condition to solve problems related to 
above-mentioned areas. In the most of those cases, 
processing efficiency is closely related to several issues 
among which are:

- Data nature: including data complexity, data quality 
and data representative features.

- Processing technique related issues: including model 
choice, processing complexity and intrinsic processing 
delay.

One of the key points on which one can act is the 
complexity reduction. It concerns not only the problem 
solution level but also appears at processing procedure 
level. An issue could be model complexity reduction by 
splitting a complex problem into a set of simpler 
problems: multi-modelling where a set of simple models 
is used to sculpt a complex behaviour ([4] & [5]). Another 
promising approach to reduce complexity takes advantage 
from hybridization [17].

Fig. 6. General bloc diagram of DTS, presenting main 
operation levels.

The T-DTS includes two main operation modes. The first 
is the learning phase, when T-DTS system decomposes 
the input data and provides processing sub-structures and 
tools for decomposed sets of data. The second phase is the 
operation phase (usage the system to process unlearned 
data). There could be also a pre-processing phase at the 
beginning, which arranges (prepare) data to be processed. 
Pre-processing phase could include several steps 
(conventional or neural stages). Figure 6 gives the general 
bloc diagram of T-DTS operational steps. As shows this 
figure, T-DTS could be characterized by three main 
operations: “data pre-processing”, “learning process” and 
“generalization process” (or “working process”).
We designed and implemented an ANN based data driven 
treelike Multiple Model generator, that we called T-DTS 
(Treelike Divide To Simplify), able to reduce complexity 
on both data and processing chain levels ([19], [4], [5]). 
T-DTS and associated algorithm construct a tree-like 
evolutionary neural architecture automatically where 
nodes, called also “Splitting Units” (SU), are decision 
units, and leafs, called also “Neural Network based 
Models” (NNM), correspond to neural based processing 
units.
The learning phase is an important phase during which T- 
DTS performs several key operations: splitting the 
learning database into several sub-databases, constructing 
(dynamically) a treelike Supervision/Scheduling Unit 
(SSU) and building a set o f sub-models (NNM) 
corresponding to each sub-database. Figure 7 represents 
the division and NNM construction process bloc
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diagrams. As this figure shows, after the learning phase, 
a set of neural network based models (trained from sub
databases) are available and cover (model) the behaviour 
region-by-region in the problem’s feature space. In this 
way, a complex problem is decomposed recursively into a 
set of simpler sub-problems: the initial feature space is 
divided into M  sub-spaces. For each subspace k, T-DTS 
constructs a neural based model describing the relations 
between inputs and outputs. If a neural based model 
cannot be built for an obtained sub-database, then, a new 
decomposition will be performed on the concerned sub
space, dividing it into several other sub-spaces.

Fig. 7. General bloc diagram  o f T-D TS learning phase 
and its tree-like splitting process.

Very promising results, obtained for different areas: 
classification problems, industrial process identification 
and prediction, pattern (biomedical signal) recognition, 
etc... show efficiency of such self-organizing multiple 
model structure.

V. BIPED ROBOT’S ADAPTIVE WALK 
USING INTUITIVE HYBRID MODULAR 

CONTROLLER
One of the most challenging topics, over the recent 
decades, in the field of robotics concerned the design and 
the control of biped robots. Several potentialities make 
this foremost research area particularly appealing in the 
frame of middle and long term projection. On the 
fundamental side, advances in this research area can lead 
to a better comprehension of the human locomotion 
mechanisms. From, the applicative point of view, it could 
concern a wide spectrum of applications among which: 
the design of more efficient prosthesis and the 
construction of more sophisticated humanoid robots for 
interventions in hostile environments.
Two main control strategies are generally used in the field 
of biped robots’ locomotion: one is based on a kinematics 
and dynamic modeling of the whole robot’s mechanical 
structure, and another takes advantage from soft- 
computing techniques (fuzzy logic, neural networks, 
genetic algorithm, etc...) and heuristically established 
rules resulting from the expertise of the walking human.

Additionally to requirements related to high precision 
measurement and to a fine interaction forces’ evaluation, 
the first strategy needs the modeling of whole biped 
robot’s real environment remaining a very complex task. 
That is why the computing of the on-line trajectories are 
generally performed using simplified models ([20] to 
[23]), making this first strategy not always well adapted 
when biped robot moves in real environment. Taking 
advantages from soft-computing skills, the second 
solution doesn’t need the aforementioned requirements: 
firstly, it is not necessary to know perfectly the 
mechanical structure and secondly, this category of 
techniques takes advantage from learning capabilities 
([20] to [24]).
Investigating soft-computing based fully autonomous 
biped robot’s walking, we proposed a new approach 
taking advantage simultaneously from local and global 
generalization. Our approach [25] is based on a modular 
Fuzzy-CMAC architecture: a set of CMAC ANN (see
[26] to [28])) based modules and a fusion stage. The 
fusion is carried out by using Takagi-Sugeno FIS (Fuzzy 
Inference System). The main task of Fuzzy-CMAC based 
modular part of the system is to compute the swing leg’s 
trajectory (using a Fuzzy Inference System fusion of 
several CMAC neural networks’ outputs). The second one 
allows regulating the average velocity from a 
modification of the desired pitch angle at each new step. 
Figure 8 gives the bloc diagram of the proposed hybrid 
architecture.

Г

9.1

Fig.8 -  Bloc- diagram of the Fuzzy-CMAC based hybrid 
control strategy.

Fig. 9 -  Learning strategy principle’s bloc diagram.

Figure 9 shows the bloc diagram of the training strategy. 
The trajectories of the swing leg (in terms of joint 
positions and velocities) are learned by four "single-



input/single-output" CMACic with k=l,..,4 neural 
networks (four trajectories to learn). The learned 
trajectories are joint angles qn and q i2, and the two

corresponding angular velocities tfifo and 4 h  ■ 4n  an^ 
qn  are respectively the measured angles at the hip and 

the knee of the leg i. In the same way, <#, and Qtn  are
respectively the measured angular velocities at the hip and 
the knee of the leg і (see figure 8). During the training 
stage, five trajectories corresponding to five different 
average velocity values ( Vm measured in m/s) included 
in [0.4 , 0.8] interval are learned by five CMAC based 
modules. Each module (labelled CMAC1, with 
/ є  {1,2,3,4,5}) includes four CMACk neural networks 
(corresponding to the four above-mentioned robot’s 
trajectories). Vm is computed by using relation (6) where 
Lstep is the distance between the two feet at the moment 

of double impact and Istep is the duration of the step 
(from takeoff to landing of the same leg).

V m = (6)
*step

The Fuzzy Inference System is obtained from the five 
following rules, where Y 1 corresponds to the output of 
CMAC1 with / є  {l,2,3,4,5}:

Fig. 10 -  Membership functions used by Fuzzy Inference 
stage of Fuzzy-CMAC.

Figure 10 gives the membership functions corresponding 
to the upper-indicated FIS rules. The average velocity is 
modelled by five fuzzy sets (“VerySmall”, “Small”, 
“Medium”, “Big”, “VeryBig”).
The validation of proposed approach has been done on an 
under-actuated robot: RABBIT [29], [30]. This robot 
constitutes the central point of a project, within the 
framework of CNRS (Centre Nationale de la Recherche 
Scientifique) ROBEA (ROBotique et Entity Artificielle)

program [31], concerning the control of walking and 
running biped robots, involving several French 
laboratories. This robot is composed of two legs and a 
trunk and has no foot as shown on figure 11. The 
characteristics (masses and lengths of the limbs) of this 
biped robot are summarized in table I .

F lg .ll -  RABBIT prototype’s photograph. 

Table I. Masses and lengths of the robot’s limbs

Lim b W eight (kg) Length (m)

Trunk 12 0.2
Thigh 6.8 0.4

Shin 3.2 0.4

Fig. 12 -  Stick diagram showing a walking sequence of the 
biped robot with increasing average velocity increases.

If it is true, from design point of view, that RABBIT is 
simpler compared to a robot with feet, from the control 
theory point of view, the control of this robot is a more 
challenging task, particularly because, in phase of single 
support, the robot is under-actuated. A numerical model 
of die previously described robot has been implemented 
within the ADAMS software. This software is able to 
simulate RABBIT’S dynamic behavior and namely to 
calculate the absolute motions of the platform and the 
relative motions of the limbs when torques are applied on 
the joints by the virtual actuators. The model used to 
simulate the interaction between feet and ground is 
exposed in [32]. Figure 12 gives the stick diagram of the 
biped robot’s walking sequence when the desired average
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velocity increases. It must be noticed that the control 
strategy allows adapting automatically the pitch angle and 
the step length as the human being.
The main interest o f this approach is to proffer to the 
walking robot autonomy and robustness. The obtained 
results show the adaptability o f the walking step length. 
Furthermore, the Fuzzy-CMAC approach allows 
decreasing the memory size in comparison to the 
traditional multi-input CMAC ANN. Future works wall 
focus firstly on the extension of the Fuzzy-CMAC 
approach in order to increase the autonomy of the walking 
robot according to the nature of the environment (get up 
and down stairs for instance), avoidance and dynamic 
crossing obstacles and secondly on the experimental 
validation of our approach.

VI. SELF-ORGANIZING 
IDENTIFICATION OF NONLINEAR 
DYNAMIC SYSTEMS’ BEHAVIOR

Identification of nonlinear systems behavior is an 
important task in a large number of areas dealing with real 
world requirements and issued applications. Among 
numerous areas concerned by this task, one can mention 
model based control and regulation, systems design, 
complex systems simulation, complex systems’ behavior 
prediction, fault diagnosis, etc... Ih e  identification task 
involves two essential steps: structure selection and 
parameter estimation. These two steps are linked and 
generally have to be performed in order to achieve the 
best compromise between the identification (or 
prediction) error minimization and the number of 
parameters increase in the issued model. In real world 
applications (real world situations), strong nonlinearity 
and large number of related parameters make the 
realization of those steps challenging, and so, the 
identification task difficult.
To overcome the above-mentioned difficulties, we 
propose to take advantage simultaneously from multi
modeling concept’s modularity (described in section 2) 
and self-organizing clusters construction, making the 
proposed solution self-adaptive regarding the system’s 
(nonlinear system to be identified) nonlinearity. 
Concerning the self-organization, the proposed identifier 
benefits from a self-organizing clusters construction, 
based on concurrent minimization of both identification 
error and number of local models. Regarding partitioning 
strategy, two promising partitioning strategies have been 
investigated: “decision tree construction” (DTC - a 
deterministic partitioning approach) and “fuzzy 
clustering” (FC -  a fuzzy based partitioning approach 
[33]).
The identification is performed by an “Equation Error” 
(EE) multi-model, known also as NAJRX (Nonlinear 
Autoregressive with exogenous Inputs) multi-model, 
using “decision tree construction” or “fuzzy clustering” 
partitioning to split the system’s feature space in a 
number of operating ranges [34]. Figure 13 shows the 
bloc diagram of an EE multi-model based identifier. As 
one could remark from this figure, the EE multi-model 
based identifier identifies the system by using both 
system’s inputs and outputs.

Fig. 13-L ea rn in g  bloc diagram s o f  EE multi-model.

In the case of a deterministic partitioning strategy, the 
“activation degree” of the i-th local model is defined 
conformably to the relation (7), where P i (.), called the 
‘Validity function” of the the i-th local model, is defined 
by the relation (8). In relation (8), p k (.) represents the 
“membership function” defined for the k-th variable of 
the regression vector (p{t) and Q is the number of 
variables in the regression vector. In our approach, we use 
Gaussian membership functions expressed in (9), 
where: Zk . ( t )  is the value of the k-th variable of the

regression vector cp{t) involved in the i-th local model, 

Cki is the center of the partition corresponding to the 

z kj{t) and (Tk is the dispersion of the Gaussians for all 
partitions of the k-th variable. It is interesting to note that 
the parameters vector Д  contains all the dispersion of 
the Gaussians.

,Л р ( , ) , л = - а М М І

Q
p M * \ P i ) = Y I p X z  Jt (O)

k ,  (0)=Pk

*=I 
f

■ exp -
V

M o - c * , - ) 2

2<r*2

(7)

(8)

(9)

The FC partitioning strategy uses the “fuzzy-c-mean” 
clustering algorithm. Conformably to the fuzzy nature of 
the clustering, the issued intervals (operating ranges) 
could share some overlapping region (with different 
membership degree). Feature space decomposition is 
performed in each dimension (for each input variable) 
according to concurrent minimization of both 
identification error and “intra-clusters” error defined by 
relation (10), where djj expressed by relation (11) denotes 
the distance between the j-th value of the variable z 
(which could take Q different values) and the center Ci of 
the i-th cluster (among M  possible clusters), щ  in relation
(10) represents the membership degree relative to the 
variable z regarding the i-th cluster (among M possible 
clusters), defined by relation (12). The “activation



degree” is the given by the values of /Jy . The center Cj of
the .і-th cluster is defined conformably to the relation (13). 
Finally, the parameter m, known as “fuzzy exponent”, is a 
parameter representing overlapping shapes between 
clusters. Generally, this parameter is set to m=2. But in 
our solution the value of this parameter will be optimized 
during the multi-model’s self-organization process 
(learning process).

VII. CONCLUSIONS
If learning and generalization capabilities of ANN models 
appear as central requirements in intelligent systems’ 
design, nowadays, it is well admitted that intelligent 
behavior requires more sophisticated mechanisms than 
those performed by these “simple” models.
On the other hand, a number of appealing features of 
animal’s and human’s brain, as its “modular” structure 
and it’s “self-organizing” capabilities, could be sources of 
inspiration in emergence of higher level artificial 
intelligent behavior. The main goal o f this paper was to 
show how these primary supplies could be exploited or 
combined in the frame of “soft-computing” in order to 
design intelligent artificial systems emerging higher level 
intelligent behavior than conventional ANN. These 
foremost features have inspired a set o f implementations 
dealing with real-world applications and covering several 
different areas as: robotics, image processing and pattern 
recognition, classification and dynamic nonlinear 
behavior modeling (identification and prediction). The 
presented examples and issued results show the 
significant potentiality of modular connectionist 
architectures for designing higher level intelligent 
functions.
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Fusion of Detectors on the Basis of Recirculation Neural Networks for
Intrusion Detection

Pavel Kochurko
Brest State Technical University, Moskovskaja str. 267, 224017 Brest, Belarus, paulermo@tut.bv

Abstract — The identification o f  attack class plays great 
role in intrusion detection. In this paper the method o f  
recognition o f  a class o f  attack by means o f the 
cumulative classifier with nonlinear recirculation neural 
networks as private detectors is described, strategy o f 
detector selection -  by a relative reconstruction error, 
relative cost o f  recognition error and mutual cost o f  
recognition error are considered. Results o f  experiments 
are compared to results o f  similar researches.

Keywords — intrusion detection, classifier, recirculation 
neural networks, dynamic classifier selection

I .  I n t r o d u c t i o n
Incessant distribution of application of information 
technologies to all spheres of human activity constantly 
puts new requirements to a level o f security of 
information systems. Intrusion detection systems (IDS) 
already became a standard component of an infrastructure 
of network security. In spite of the fact that exist and 
constantly there are new methods of the analysis of 
network activity by means of various technologies of data 
mining [1], the basic technology of detection of attacks 
still is signature search. Its basic shortcoming -  
insufficient flexibility at detection of the modified attacks
[2]. Considerably the best results at definition of the 
modified and new attacks are capable to show the systems 
using artificial neural networks [3-11]. Artificial neural 
networks (ANNs) have potential for the decision of a 
plenty of the problems covered by other modem 
approaches to intrusion detection. ANN have been 
declared alternatively to components of the statistical 
ana'ysis of systems of anomaly detection. Neural 
networks have been specially suggested to identity typical 
characteristics of users of system and statistically 
significant deviations from the established operating 
mode of the user [2].

In this paper the method of recognition of attack class on 
the basis of the analysis of the network traffic is 
described. Training and testing of ANNs was made on 
KDD’99 database which contains records describing 
TCP-connections including 41 parameter from processed 
DARPA 1998 Intrusion detection evaluation database 
[12]. The given data base includes normal connections, 
and also the attacks of 23 types belonging to four classes: 
DOS -  «denial-of-service» - refusal in service, for 
example, a Syn-flood; U2R -  not authorized access with 
root privileges on the given system, for example, various 
attacks of buffer overflow; R2L -  not authorized access 
from the remote system, for example, password selection; 
Probe -  analysis of the topology of a network, services 
accessible to attack, carrying out search of vulnerabilities 
on network hosts.

Paper is organized as follows. In section 2 variants of IDS 
architecture are described. In section 3 principles of 
application of the nonlinear recirculation neural networks 
(RNNs) for definition of an accessory of an entrance 
image to the given class are considered. Section 4 is 
devoted to application of fusion of classifiers on the basis 
o f RNNs and a technique of the analysis and optimization 
of their teamwork. Conclusions are given in 5 section.

П. IDS STRUCTURAL ORGANIZATION
There are two basic technologies in intrusion detection: 
anomaly detection and misuse detection. Their basic 
difference consists that at use of the first the normal 
behavior of the subject is known and deviations from this 
behavior are searched while at use of the second attacks 
which are searched and distinguished among normal 
behavior. Both techniques eliminate each others defects, 
owing to what the best results o f detection can be reached 
only applying them simultaneously (Figure I), within the 
limits of different IDS subsystems [9] or with use of the 
combined detection methods [10].

Fig. I -  Simplified IDS structure with the anomaly detector 
and the block of recognition of attack

Acting on an input of system the network traffic passes 
preprocessing then data about network connections act on 
an input of the detector of anomalies and the block of 
recognition of attack. Thus on quality of work of the first 
depends -  whether it will be found out, in fact if the 
detector of anomalies characterizes connection as normal, 
the result of recognition means is not so important. The 
method of its training is applied to improvement of 
finding out ability of the anomaly detector on the 
combined data set -  normal connections and attacks [10] 
that leads to a combination in it of both technologies.

It is proved [13, 14], what the best results at classification 
(even a question — «attack or not?» is definition of an 
accessory to a class of attacks or a class of normal 
connections; not speaking already about definition of a 
class of attack) give classifiers independent from each 
other. The basic problem in system engineering from 
several independent detectors or classifiers becomes a 
question of a choice of the most plausible value among 
the results which are given out by different classifiers (a
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dynamic classifier selection - DCS). In case of application 
of "too independent" detectors there is a danger, that 
construction of the general estimation will be complicated 
because of incommensurable or incomparable outputs of 
detectors. So, in case of application of RNNs as the 
anomaly detector and multilayered perceptron (MLP) as 
the misuse detector [9], it is possible to operate only with 
answers of detectors -  attack or not -  and any others more 
or less comparable characteristics (reconstruction error on 
the anomaly detector and values o f MLP outputs are not 
comparable).

There are much more abilities for construction of a 
cumulative estimation of the general classifier at use of 
independent detectors of the identical nature. In this case 
outputs of each separate detector are comparable among 
themselves, also various DCS methods can be applied: an 
average estimation, the maximal vote, a “a posteriori” 
method, etc. [13], or as described in section 4.

III. RNNS BASED DETECTORS
A. Theanomalydetector
Recirculation neural networks (Figure 2) differ from 
others ANNs that on the input information in the same 
kind is reconstructed on an output. They are applied to 
compression and restoration of the information (direct and 
return distribution of the information in the networks 
«with a narrow throat») [15], for definition of outliers on 
a background of the general file of entrance data [16].

Fig. 1 - М  layers RNN structure 
Ni- quantity of neural elements In i-th layer, NM=Nl -  

quantities of neural elements In entrance and target layers 
arc equal

negative (FN) errors, basing on cost characteristics of the 
given errors -  FN error seems to be more expensive, than 
FP error, and its cost should be higher [10].

B. Private classifiers
The described technique of definition of an input vector 
accessory to one of two classes -  "normal" or "attacks", 
that is "not-normal" — it is possible to use in opposite way. 
If at training the detector of anomalies we used normal 
vectors which were restored in itself, and the conclusion 
about their accessory to a class "normal" was made, 
training the detector on vectors-attacks which should be 
restored in itself, it is possible to do a conclusion about 
their accessory to a class of "attack". Thus, if  during 
functioning of this detector the reconstruction error (I) 
exceeds the certain threshold, given connection it is 
possible to carry to a class "not-attacks", that is normal 
connections. As training is conducted on vectors-attacks 
the given approach realizes technology of misuse 
detection, and its use together with previous technique is 
righteous.

Thus, one RNN can be applied to definition of an 
accessory of input vector to one of two classes -  to on 
what it was trained (class A  ), or to the second (class 
A  ), to which correspond outliers:

X k є  A , i f  E k < T , 

X k є  A ,  i f  E k > T.
(2)

Worth to note that is possible to train RNN in the special 
way [10] on connections of both classes so that to raise 
quality of detection on conditions (2).

As already it was mentioned above, database KDD 
includes normal connections and also attacks of four 
classes which considerably differ from each other. 
Therefore it is advisable to train detectors for each of five 
classes separately, not uniting all classes of attacks in a 
single whole.

Nonlinear RNNs have shown good results as the detector 
of anomalies [9, 10]: training RNN is made on normal 
connections so that input vectors on an output were 
reconstructed in themselves, thus the connection is more 
similar on normal, the less reconstruction error is:

E k = ^ ( X k- X k ) 2, (I)

Here again there is a problem of a choice of a threshold T 
for each concrete detector. If  for the anomaly detector it 
was possible to speak at once, that cost of FN error is 
higher, than cost of FP error, in case of the detector for a 
class of attacks R2L it is herd to tell what will be worse -  
FP error (that is to name “R2L” connection to this class 
not concerning -  attack o f other class or normal 
connection) or FN detection of the given attack (on the 
contrary).

і 4
where X  element of i-th input vector, X  j - j -  th

element i-th output vector. Whether E k > T  , where T-  
certain threshold for given RNN connection admits 
anomaly, or attack, differently -  normal connection. Thus 
there is a problem of a threshold T  value determination, 
providing the most qualitative detection of abnormal 
connections. It is possible to get threshold value 
minimizing the sum of false positive (FP) and false

Many researchers [17] use a cost matrix for definition of 
cost of errors F  (Table I). Average values of FP and FN 
errors for each class can be calculated as follows:

Z F J< Z f ,
T?FP j> J * ‘ TJ FN j< l * J

F ‘ = I T T '  ‘ = I v T T 1
(3)
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Table I. The cost matrix F  of Incorrect classification of 
attacks

Real class Prospective class
normal dos probe r21 u2r

I normal 0 2 I 2 2
2 dos 2 0 I 2 2
3 probe I 2 0 2 2
4r21 4 2 2 0 2
5 u2r 3 2 2 2 0

where //-q u an tity  o f classes (N=5). Proceeding from the 
given matrix it is possible to draw a conclusion, that FP 
error for the detector of a class “normal” on the average 
has cost 2,5 (the sum of elements of a column “normal” 
divided by 4), and average FN error will cost 1,75 (the 
sum of elements of a line “normal” divided by 4). As FP 
error of the detector o f a class “normal” is as a matter of 
attack undetection, that is FN error of all system, and FN 
error of the detector of a class “normal” -  false detection 
(FP error) of all system, the given parity repeats told 
above, that FN errors of system are more expensive than 
FP.

It is similarly possible to calculate average costs of errors 
F fv and F.m  for Vi є  [1..5] - that is for detectors of 
all classes (Table 2).

On the basis of the given costs it is possible to choose 
value of a threshold which minimizes a total average error 
on training or validation data base.

C. Experimental results
For an estimation of efficiency of the offered approach a 
number of experiments is lead. Private detectors for each 
class are trained, and all over again the training set got out 
of ill base KDD, then from connections on concrete 
services -  HTTP, FTP_DATA, TELNET. Nonlinear 
RNNs were used with one hidden layer with function of 
activation a hyperbolic tangent and logical sigmoid 
function of activation in a target layer. Quantity of neural 
elements in input and target layers according to quantity 
of parameters of input data -  4 1, in the hidden layer -  50.

After each detector was trained the testing on training 
samples was conducted with the purpose of a finding of 
value of threshold T  at which average cost of an error is 
minimal. In the further the testing of trained detectors was 
made on test samples with threshold values received 
before (Table 3).

I V . F u s i o n  o f  p r i v a t e  c l a s s i f i e r s
A. Joint functioning
As it was told above the best classification results can be 
achieved using several independent classifiers of the 
identical nature, because construction of the general 
estimation from private can be made by greater number of 
methods. We shall unite the private detectors trained in 
the previous section in one general (Figure 3).

The basic problem in construction of such classifier 
becomes definition of a cumulative estimation proceeding

from estimations of private detectors. In works of various 
researchers (for example [13]) the set of methods, such as 
a finding of average value for each class on the basis of 
indications of all classifiers, the sum of votes for each
Table 2. Average costs of errors of detectors of each class

Class
Cost

Fi"
F jFN

I normal 2,5 1,75
2 dos 2 1,75
3 probe 1,5 1,75
4r21 2 2,5
5 u2r 2 2,25

Table 3. Results of testing of detectors

Service Threshold FP, % FN, % Average
cost

ALL
normal 0,00070 12,56 6,68 0,1844
dos 0,00214 4,33 1,09 0,0542
probe 0,00120 7,79 14,21 0,1675
r21 0,00116 2,87 5,38 0,0947
u2r 0,00112 7,07 5,54 0,1323

HTTP
nonnal 0,00620 2,4 0,17 0,0214
dos 0,00290 1,5 0 0,0098
probe 0,00114 0 0 0
r21 0,00110 0 0 0

FTP DATA
normal 0,00123 6,8 2,72 0,0841
dos 0,00340 0 0 0
probe 0,00132 0 0 0
r21 0,00114 5,17 0,25 0,0463
u2r 0,00126 0 0,07 0,0009

TELNET
normal 0,00036 44,4 1,31 0,2394
dos 0,00650 0 0 0
probe 0,00162 0 0 0
r21 0,00136 3,33 0 0,0294
u2r 0,00076 5,91 2 0,0907

MeIwwkbaft» Tieffic
prifrjcasHrg

T h e  result 
- йіаск or not

Fig. 3 — Fusion of Independent private classifiers in one 
general

class, methods of an estimation «a priori» and «a 
posteriori» is considered. These methods mean that each 
classifier states a private estimation concerning an 
opportunity of an accessory of input image to at once 
several classes, and these classes are identical to all 
classifiers. However in our case classes, about an
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accessory to which each classifier judges, first, are 
various, secondly, are crossed. Therefore all the methods 
listed above are not applicable.

B. Dynam ic classifier selection
The general classifier consists from N=5 private 
detectors, each of which has a threshold T1. Values of
thresholds got out proceeding from minimization of 
average cost of errors. To make estimation values 
comparable it is enough to scale reconstruction error on a 
threshold. Then (2) will be:

I x k ^ A i , i f S k < I,

X k G A i , i f S k > I,

E k
where S k =  —— - a relative reconstruction error. Thus, 

Ti

than less S k , the probability of accessory of an input 

image X k to a class A j is higher. Therefore it is
possible to allocate the first method of determination of a 
cumulative estimation -  by the minimal relative 
reconstruction error.

X k

K

G

=  r m n S k .
І

(5)

As the purpose of improvement of efficiency of 
classification is the minimization of erroneous 
classification expressed in minimization of average cost 
of classification, in construction of a cumulative 
estimation it is possible to act the same as at the choice of 
a threshold in private detectors -  to consider cost of
erroneous classification. If S k - a characteristic of
probability of error of classification on i-th detector the 
estimation of possible average cost of error on each of 
detectors will be equal:

q * = л і ---------
' A f - I

(6)

The estimation (6) shows, what ability of loss in cost if  
we shall name a vector belonging to j-th  class by a vector 
of i-th class, i. e. i-th classifier instead of j-th  will be 
chosen. On the basis of the given estimation we shall 
allocate the second method of a cumulative estimation 
determination -  on the minimal possible cost o f  false 
classification:

[ Я ' * Am,

I £2* = m in Q * .

Besides it is possible to consider mutual influence of 
possible errors -  to add up an estimation Q * and an
estimation of a prize in cost if  i-th classifier instead of 
wrong j-th  will be chosen:

KU к _  J J r i ________________

' N - 1
(8)

Then on the basis o f estimations (6) and (8) it is possible 
to allocate the third rule of winner detector selection -  on 
the minimal possible mutual cost o f  false classification:

A .

O * + '* '*  = m in ( Q * + 4 '* ).
(9)

C. E xperim ental results
Efficiency of the general classifier functioning we shall 
check up experimentally in such way as private detectors 
from section 3. Results are presented in Table 4.
Table 4. Results of detection and recognition of attacks by 
the cumulative classifier

DCS FP,
%

FN,
%

Quality of recognition Av. 
costdos,

%
probe

%
r21,
%

u2r,
%

ALL
Л 1_ 10,8 2,3 98,2 96,6 91,9 100 0,061

30,8 0,9 97,8 99,3 92,5 100 0,076
_C2) 18,8 0,7 98,3 98,0 93,1 98,2 0,074

HTTP
(5) 0 0,1 99,8 100 100 - 0,001

J 2 L - 0 0,1 99,8 100 0 — 0,287
(9) 0 0,1 99,8 100 100 - 0,001

FTP DATA
(5) 0,7 U 100 100 96,7 100 0,043
(7) 0,7 U 100 100 96,7 100 0,043
(9) 27,3 0,4 100 77,6 98,7 100 0,173

TELNET
(5) 0 5,3 98,8 100 97,3 85,5 0,150
(7) 0 5,0 97,8 100 98,0 85,5 0,145

J 2 1 _ 15,0 1,6 98,5 100 98,0 96,9 0,068

Apparently from results, the unequivocal answer to a 
question -  what method is better -  is not present. The 
method of a choice of a final class with use of mutual cost 
(9) can minimize a error, but with substantial growth of 
quantity of false detection (FP), methods (5) and (7) give 
basically comparable results, on some service one is 
better, on some — another.

V . C o n c l u s i o n s
Let’s compare results which have shown experiments with 
use of the described technique and the results received 
within the other researches (Tables 5 and 6).

Comparing values in tables 4-6, it is possible to note, that 
quality of detection of attacks by the described technique 
does not concede (at application o f one classifier for all
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services) and considerably surpasses (at application of 
separate classifiers for each service) analogues. The level 
of recognition of classes of attacks has considerably 
improved results shown earlier (RNN+MLP), especially 
for attacks of classes r21 and u2r.
Table 5. Results of detection by means of various 
technologies (8]

Technology FN, % FP, %
Data mining Г18] 10-30 2
Clusterisation Г191 7 10
K-NN [19] 9 8
SVM [191 2 10

Table 6. Results of recognition of classes of attacks in some 
researches

dos, probe, r21, u2r,
% % % %

KDD-99 Winner 
Г20] 97,12 83,32 13,16 8,40

SOM [81 96,70 79,70 18,40 30,00
RNN+MLP [111 99,98 98,78 45,20 3,84

The shortcomings of the given technique which it is 
necessary to work on in the further: strong dependence of 
quality of detection on threshold values of private 
detectors. Values of thresholds are determined proceeding 
from cost parities which base on an expert estimation, 
therefore construction of techniques of determination of 
the best values of thresholds only will improve quality 
and stability of work of system.

Thus, it is possible to draw a conclusion, that the method 
of the cumulative classifier on the basis of nonlinear 
recirculation neural networks as private detectors can be 
applied with success to the solving of problems of 
recognition of network attacks and other problems of 
recognition of images.
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Abstract: The artificial immune system is a new, 
perspective system fo r  protection o f computer systems 
from viruses. Training and selection o f  detectors is 
necessary in artificial immune system, as it prevents 
break-in o f unnecessary detectors. This paper presents 
comparative analysis o f  two methods detectors selection: 
negative and positive selections. The results o f  
experiments are discussed in the paper.

Keywords: artificial immune system, anomaly detection, 
negative selection, positive selection.

I. INTRODUCTION

Evolution of new information technologies give not only 
unique opportunities for active development of 
economics, politics, state and society, but also stimulate 
appearance and evolution computer crime. Striking 
examples of computer crime are creation and distribution 
of computer viruses.

New viruses are appearing permanently, which use 
security vulnerability of operating systems. Number of 
viruses is increase (Figure I) and damage from it is rise
Ш-

Year

Fig. I. Increase in the number of new viruses

Modem antivirus software doesn’t secure computer 
systems in full measure. Traditional antivirus software has 
series of weaknesses. Some o f them:

Developer’s mistakes in interpretation and 
understanding of new unknown virus. As a result 
antivirus software doesn’t work correctly;

Actual antivirus bases are needed for successful 
detection viruses, as a mle bases located on website of 
developer. It takes a long time for lurking and 
downloading new antivirus bases. The last viruses spread 
all over the world for several hours and antivirus software 
with outdated bases were powerless in the face of new 
security threat;

Some viruses can infect antivirus software;
Heuristic algorithms which use antivirus software for 

detecting unknown viruses wide of the perfection. In

practice computer users usually deal with misoperation of 
these algorithms and finally disable heuristic analyzer.

All this reduce to search of new methods in information 
security construction. One of such methods is Artificial 
Immune System’s method which based on basic 
principles of biological immune system [2]. Biological 
immune system is a unique system of defending body 
from harmful bacterium’s and viruses. Immunity is based 
on synthesis of special proteins -  antibodies, which 
capable to bind with foreign material -  antigens. The 
immune system is capable to memorize and to keep the 
information about viruses, which infected body, in 
immune memory. This ability allows immune system to 
cope with repeated infection very quickly.

Artificial Immune System (AIS) have some powerful 
capabilities, such as pattern recognition, future extraction, 
immune memory, learning, adaptability, distributed 
structure [3].

This paper presents comparative analysis of two methods 
detectors (antibodies) selection: negative and positive 
selections. We have developed two models of artificial 
immune systems. The first model used a method of 
negative selection, and the second - a method of positive 
selection.

The rest o f the paper is organized as follows. The section
2 describes algorithm of negative selection. In the section
3 the positive selection algorithm is described. In the 
section 4 the artificial immune system is described, based 
on negative selection and positive selection. Section 5 
presents experimental results. Conclusion is given in 
section 6.

II. NEGATIVE SELECTION METHOD

Basic elements of immune system are lymphocytes - 
white cells. Lymphocytes are formed from stem cell in a 
bone marrow. Yoimg lymphocytes go to thymus and to 
lymph nodes where they undergo to multiple-stage 
training and selection. Detectors which react against ‘self 
(organism’s cells) are destroyed. As a result survive only 
those detectors which don’t react against ‘self. Mature 
lymphocytes have detectors on the surface. They are 
capable to detect a specific antigen. Lymphocytes 
circulate through the body and implement the immune 
function - detection of harmful bacteria [4].

Selection of detectors is necessary, as it prevents break-in 
of unnecessary detectors. In computer system generation 
of antibodies represents random process. Detectors are 
generate at random, therefore there is a probability of that
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some from them will react against ‘se lf files. The 
mechanism of selection prevents penetration of 
undesirable antibodies in system. The most used 
algorithm of selection is the algorithm of negative 
selection proposed by S. Forest [5]. The essence of 
negative selection is: antibodies are compared with self 
files. If the detector reacts against ‘self file it declares as 
the negative detector and destroyed. Survive only those 
detectors which are structurally different from test ‘self 
files. In result mature detectors will ignore clean files and 
detect viruses. Detection will occur in that case when the 
detector "to meet" a file structurally similar with the 
detector (Figure 2).

The algorithm of negative selection can be presented as 
follows:

Set S  o f ‘se lf files is determined;
Randomly generates set of detectors R;
From set R each detector is compared with each 

‘self file from S;
If the detector and a ‘se lf file are similar 

enough, the detector is destroyed, else the detector 
“introduced” in system.

Training and 
selection

Detection

Fig. 2. Negative selection algorithm (Ab -  detector, S -  test ‘selF tile, 
Ag - antigen)

Thus the purpose of negative selection is to provide 
tolerance for self cells. It deals with the immune system's 
ability to detect unknown antigens while not reacting to 
the self cells.

III. POSITIVE SELECTION METHOD

The method of positive selection is exact antithesis of a 
method of negative selection [5]. In contrast to negative 
selection, the method of positive selection is guided by 
development of detectors which are structurally similar 
with ‘self files. In process of training detectors get the 
structure maximum similar with structure of ‘self files. 
And in process of selection those antibodies which are not 
similar to ‘se lf files are destroyed. As a result in 
computer system penetrate and circulate detectors which 
are structurally similar with ‘se lf files. If, at comparison 
with files, there is a detection of structural difference

between the detector and a file, artificial immune system 
gives the signal about anomaly detection (Figure 3).
The algorithm of positive selection can be presented as 
follows:

Set S  of ‘self files is determined;
Randomly generates set of detectors R;
From set R each detector is compared with each 

‘self file from 5;
If  the detector and a ‘self file are not similar 

structurally the detector is destroyed, else the detector 
“introduced” in system.

Fig. 3. Positive selection algorithm (Ab -  detector, S -  test ‘self1 file, 
Ag - antigen)

Thus the purpose of positive selection is to acquiring of 
structure maximum similar to structure ‘self files.

On the basis of theoretical conclusions it is possible to 
assume, that the method of positive selection is more 
exact for detection of malicious software as the structure 
of detectors "is adjusted" to structure ‘self files, i.e. real- 
life files of system. In case of negative selection we try to 
receive such structure of detectors which would be similar 
to structure of a probable virus which at present moment 
is absent in system. Whether so it in practice? We will try 
to compare these two methods of selection.

IV. SYSTEM DESCRIPTION

We had been created the elementary artificial immune 
system composed of several modules: detectors 
generation, detectors training and selection, the module of 
detection, cloning and mutation, genetic memory. We will 
consider these modules in details (figure 4).

A. Detectors generation

Randomly generates 500 detectors, each of which 
represents a binary string in the size from 32 till 256 bit.

B. Detectors training and selection

Training and selection of detectors is realized using the 
elementary genetic algorithm [?]. Detectors are compared
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with predetermined test files. The most able detectors 
which are a material for the next iterations of genetic 
algorithm are selected from an initial population. After 
selection detectors undergo a crossover - the pair parents 
are selected and randomly determine a break point. After 
that both half of detectors are crossed, forming new 
detectors. After crossing there is a process of mutation. 
The mechanism of mutation consists in entering at 
random of marginal changes into structure of the detector. 
The mutation allows detectors to get new, desirable 
properties which are absent in parents. The next iterations 
of genetic algorithm occur by analogy of premises: 
selection - crossover - mutation.

Fig. 4. Model of artificial Immune system

C. The module o f  detection

"Mature" detectors check by turns a file set consisting of 
system utilities, various documents and viruses. The rule 
of comparison consists in search of identical values in 
corresponding positions in file and in detector. The 
detectors size is much less than files size. Therefore at 
comparison the method of “data windowing” was applied, 
i.e. the detector gradually moved on all length of a file, 
and total value of coincidence was accepted equal to the 
maximal value of a window. When there is a detection of 
enough of concurrences, the artificial immune system 
give the signal about detection of anomaly.

D. Cloning and mutation

As a rule, the viruses infecting computer systems infect a 
large quantity of files. Process of cloning and mutation is 
applied to the fast detection of the infected objects. The 
detector which has detect a virus in system, is exposed to 
process of cloning, i.e. a large quantity of copies of this 
detector is created. During cloning, in their structure 
makes randomly small changes (mutation). The mutation 
allows clones to get the structure maximum similar with 
structure of detected virus. Process of cloning and a 
mutation allows artificial immune system to detect 
operatively all infected objects of computer system.

E. Genetic memory

Genetic memory meant for keeping information about 
viruses which ever infected computer system. Carriers of 
this information are memory cells. Memory cells are 
copies of detectors which detected viruses. Memory cells 
have the improved properties in comparison with usual 
detectors. Due to genetic memory the artificial immune 
system easily deal with repeated infection of computer 
system.

V. EXPEREMENTAL RESULTS

A. Negative selection
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Using negative selection for selection of undesirable VI. CONCLUSION
antibodies, training took (in our case) an interval
approximately equal 2 minutes. However in the detection Using negative selection for training and selection of
sometimes there were insignificant errors, i.e. clean files ‘bad’ detectors provides a gain in time and computing,
were detected as viruses. In other words misoperation However supposes appearance of misoperations for which 
took place. elimination additional calculations are necessary.

B. Positive selection

Using positive selection training took (in our case) an 
interval approximately equal 3 minutes. For training 
artificial immune system required larger timetable and 
computational burden. But results were with a high 
accuracy.

Fig. 6. a), b), c) -  results of positive selection

Method of positive selection is slowly. It needs the bigger 
time and computing expenses. However the percent of 
misoperations is very small.

It is significant that training o f detectors depend on test 
files on which there is a training. If files, which mean 
destructive functions, (for example, format.com or 
fdisk.com in OS Windows,) do not enter into a set of test 
files, that the artificial immune system with a high 
probability will determine them as viruses. Therefore for 
training detectors it is necessary include as much as 
possible various ‘se lf files.
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A b stra c t—This article is a consideration on computer net
work intrusion detection using artificial neural networks, or 
whatever else using machine learning techniques. We as
sume an intrusion to a network is like a needle in a haystack 
not like a family of iris flower, and we consider how an attack 
can be detected by an intelligent way, if any.

I. Introduction

The parachute drop went smoothly . ■ ■ slithering down the 
chute and out into space ... Flick landed perfectly, with her 
knees bent and her arms tucked into her sides as she fell to 
the ground ... She folded her parachute into a neat bundle, 
then set out to find the other Jackdaws. -  “Jackdaws" by 
Ken Follett.

Most banks nowadays facilitate their ATM (automated 
teller machine) in which we may have a personal account 
to which we can access with PIN-code, usually four digits 
of decimal numeral. For security reason, if we failed to en
ter the PIN correctly more than three times in a row, the 
PIN would loose its validity thereafter. Then what we are 
curious is, “How many trials would be needed for random 
challenges to reveal the secret PIN if an infinite number of 
trials were permitted?” Let’s formalize this problem.

Problem  I  (Breaking a  P IN )
Assuming p-bit oc ta l1 numeral is employed to construct a 
PIN, only one out o f those 8P possible combinations is the 
secret PIN. No one except fo r  the owner o f the PIN knows 
it. Then question is, “How many average trials-and-errors 
will be needed fo r  a non-owner to know the PIN under a 
specific strategy?”

This might be reminiscent of the famous problem called 
a needle in a haystack which was originally proposed by 
Hinton к  Nowlan in 1987 [1]. The needle in the proposal 
was exactly the one configuration of 20-bit binary string, 
that is, the search space is made up of 220 points and only 
one point is the needle to be searched for. No information 
such as how close is a currently searching point to the nee
dle, or how lilrely is a searching point to be the needle. See 
Figure I.

We assume that TCP connections to a computer network 
are represented with «-dimensional vectors and those rep
resented by intrusions are like needles among huge amount

1 You will see the reason why “octal” not “decimal” later in the sub
section concerning “intron” in the section E X P E R IM E N T S .

of normal transactions which might look like a haystack or 
pastoral.

II. Network Intrusion Detection

Those highly qualified hackers who provide security ser
vices to companies during the daytime and then go home 
at night to conduct totally illegal hacking are the ones who 
are the most dangerous. -  by Enis Senerdem from Turkish 
Daily News on 29 March 2006.

When we are to design a network intrusion detection sys
tem, which is one of the hottest topics these days, by 
means of so-called a soft computing such as artificial im
mune system, fuzzy logic, evolutionary computations, neu
ral networks, whatever it might be, we need a set of sample 
data to train the system and to test the system afterwards.

A. When a Family o f  Iris Flower is Normal Then are 
Others Abnormal? — HTiere is an Outlier?

The Spearman’s iris flower database2 is a frequently used 
dataset in pattern recognition/classification, data mining, 
etc. As such, there have been fair amount of studies in 
which this iris flower database is employed as a dataset to 
train and to test the intrusion detection system.

A total of 150 samples consists of three species: setosa, 
versicolor and virginica, each of which includes 50 sam
ples. Each sample is a four-dimensional vector represent
ing four attributes of the iris flower, that is, sepal length, 
sepal width, petal length, and petal width.

Let us take an example where this iris flower dataset was 
employed. Castellano et al. [2] assumed one family to be 
normal whilst the other two to be abnormal. The whole 
dataset was divided into 10 parts each of which has 15 sam
ples uniformly drawn from the three classes. The system

Fig. I. A fictitious sketch of fitness landscape of a needle in  a haystack. 
The haystack here is drawn as a  2-dimensional flat plane of fitness zero.

2 University of California Urvine Machine Learning Repository. 
ics.uci.edu: pub/machine-learning-databases.
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is trained by the remaining 135 samples. The originally 
picked up 15 samples are used to test the results. After 
this 10-fold cross validation, the authors concluded that 
the abnormal detection rate is 96% while the false alarm 
rate is 0.6%. How nice, isn’t  it? In reality, however, it is 
not so simple. It might not be difficult at all for a hacker 
to find an unlearned region which could work to invade the 
system.

We now look at the Figure 2 to see how the three species 
are distributed in the whole search space. This is depicted 
by the Sammon Mapping.

Sammon Mapping maps a set of points in a high
dimensional space to the 2-dimensional space with the 
distance relation being preserved as much as possible, or 
equivalently, the distances in the ті-dimensional space are 
approximated by distances in the 2-dimensional space with 
a minimal error.

Just a brief look at the figure reveals us that there remains 
an enormously wide region of unlearned for outliers.

Fig. 2. A 2-dimensional visualization of iris flower data by Sammon Map
ping. Three different families of iris flower each contains 50 samples are 
represented in the figure with circles, triangles and squares.

B. Intrusion Might Look Like a Needle in a Hay!
The other type of dataset, naturally more often employed 
in the context of network intrusion, is the KDD-cup-1999 
dataset which was prepared by MIT Lincoln Laboratory as 
a dataset for the 1998 DARPA intrusion detection evalu
ation [3]. This dataset has been, and still is going to be, 
a common benchmark for evaluation of intrusion detection 
techniques.

KDD dataset, beside Normal data, covers four major cate
gories of attacks: (i) Probing attacks which attack by prov
ing a vulnerability of the network; (ii) Denial-of-Service 
(DoS) attacks which try an invasion by denying legiti
mate requests to a system; (iii) Userto-Root (U2R) attacks 
which tries an unauthorized access to local super-user or 
root; and (iv) Remote-to-Local (R2L) attacks which is an 
unauthorized local access from a remote machine. These

four categories of attacks include a total of 32 different at
tack types.

The dataset consists of two sub-datasets. The one is pro
vided as training data and contains 4,898,430 records each 
of which is labeled as either normal, or attack indicating 
one specific attack out of the 32 types.3 The second is 
unlabeled and contains 311,029 records, which is provided 
as testing data.

What a huge dataset! In fact, the Sammon Mapping we 
had tried in the iris dataset above wouldn’t work any more. 
Therefore, many have tried various approaches to reduce 
the dimension. Let’s start our small literature survey with 
this topic of dimension reduction.

Kuchimanchi et al. [4] used the principal component anal
ysis (PCA), and calculated the first most important 19 
attributes.4 Then they evaluated the result of this di
mension reduction by providing both the original 41- 
dimensional data and those 19-dimensional data reduced 
by PCA to a decision-tree-classifier independently, com
paring detection accuracies and false positive5 rates. They 
showed detection accuracy and false positive rate were 
99.92% and 0.26%, respectively, on the 19-dimensional 
PCA data, while 99.94% and 0.23%, respectively, on the 
original 41-dimensional data.0 What a successful result! 
However, is this still very huge, is it not?.

Let’s see one more example. Joshi et al. [5] wrote, “Exploit
ing only 5 out o f 41 attributes7 the best results was 79% ac
curacy in correctly detecting attacks, and 21 % is accounted 
fo r  false positive rate plus false negative8 rate. ” 9

Though it might not be so successful as the above result by 
Kuchimanchi et ah, if we consider 5 out of )1 attributes, it 
is amazing. Wow!

Anyway, it is good to know we can reduce the dimension 
of the original KDD-cup-1999 dataset into at least about 
half with the result remaining intact.

Then, our next interest will be, “Are all of the attack types 
in the KDD-cup-1999 dataset equally willing to wait to be

3 Tbe labeled training data-set Includes 972,780 Normals, 41,102 
Probes, 3,883,370 DoSs, 52 U2Rs, and 1,126 R2T.S.

4 They are src-bytes, dsLbytes, duration, is-guest.login, is-hosLlogin, 
srv-diffJxost-rate, d iffsrv-ra te , service, flag, protocoLtype, num-root, 
hot, num.compromised, d s t.host.sam e.srv .ra te , dstJiost-count, 
rerror.rate, srv.count, and dst.host.srv.d iff.host.ra te.

5 Le., recognizing attack as normal.
6 This was not the main purpose of the paper. The authors rather ex

ploited the other methods of dimension reduction such as neural-network- 
PCA or nonlinear-component-analysis, expecting more efficiency and 
higher accuracy. The evaluation was carried out not only by dectston- 
tree classifier but also by non-linear classifier.

7 I.e., src.bytes, dst-bytes, duration, t s.host-login, and is-guest-login.
8 I.e., recognizing normal as attack.
9 Most of the phrases cited in this article appeared hereafter like “• • • ” 

are the ones paraphrased, more or less, by the author of this article. As 
such, if there are some incorrect expressions, it is the author of this article 
who is responsible for, not the original authors.



detected?” Some of the reports were from this point of 
view. Let us name a few.

Pan et al. [6] exploited three-layer (70-Ц-6) feed-forward 
neural network with a sigmoid transfer function trained 
with back-propagation using scaled conjugate gradient de
cent, to detect five typical types of attacks -  neptune, 
portsweep, satan, buffer-overflow, and guess-passwd -  as 
well as normal samples.

Let’s see what they observed. Authors wrote, “The test 
result indicates that 99.6% of the normal examples were 
recognized correctly, and for three attacks of neptune, Sa
tan, and portsweep, we obtained the average detect rate of 
96.6% and the false positive rate of 0.049%. However, for 
all the five kinds of attacks, we only obtained the average 
detect rate of 64-9% and the false positive rate of 26.7%. 
This is because all buffer-overflow and guess-passwd at
tacks failed to be classified by this back-propagation neu
ral network. Then we tried an expert system, and found 
that buffer-overflow and yuess.passwd attacks can be more 
accurately detected by this rule-based detector than neural 
network.” And then concluded, “The model based on both 
neural network and expert system finally achieved the aver
age detection rate of 93.28% and false positive rate of 0.2% 
for all of these five attack types. ”

We, however, would be rather more interested in why 
this neural network failed to classify buffer-overflow and 
guess-passwd attacks, than the performance improvement 
by using rule-based detector.

Pan et al. reported yet another result in their differ
ent article [7]. With the same architecture of neural 
network and with the same target of five attacks as 
above, they reported that correctly predicted (normal, nep
tune, satan, portsweep, buffer-overflow, guess-passwd) by 
this back-propagation neural network was (73.3%, 99.2%, 
94.6%, 94.2%, 0.0%, 0.0%). And concluded, “The back- 
propagation network can’t detect the buffer-overflow and 
guess-passwd attacks.” This sounds like a realistic asser
tion, and the one we want.10

Thus far, such more careful conclusions appear in the re
cent literatures. For example, Stibor et al. [8] wrote, 
“The real-valued negative selection with variable-sized de
tectors has poor classification performance on the high
dimensional KDD dataset."

When this artificial immune system based detector was 
proposed by Ji et al. [9], the result of applying it to the 
iris dataset was not that bad. That is, the correct de
tection rate of (setosa, versicolor, virginica) was (99.98%, 
85.95%, 81.87%>), while false alarm rates were all zero!

As another example of such implicit report of failure, Dam

et al. [10] claimed, “The evolutionary classifier system, de
vised to make its performance improved than the traditional 
one, resulted in the detection rate of (95.7%, 49.1%, 93.0%, 
8.5%, 3.9%) for (normal, DoS, Probe, U2R, R2L).”

Again, we are rather more interested in why detection rate 
is so low for U2R and R2L than whether result is satisfac
tory or not.

Finally, it would be interesting to take a look what Sabh- 
nani et al. [11] reported. See Table I to have a bird’s eye 
view of those results above.

Table I. Detection rate for 4 attack types eech with 9 different machine 
learning technique. Prom Sabhnani et al. [I IJ.

Probe DoS U2R R2L
Multi-layer Perceptron 88.7 97.2 13.2 5.6
Gaussian Classifier 90.2 82.4 22.8 9.6
K -mean Clustering 87.6 97.3 29.8 6.4
Nearest Cluster Algorithm 88.8 97.1 2.2 3.4
Radial Basis Function 93.2 73.0 6.1 5.9
Leader Algorithm 83.8 97.2 6.6 1.0
Hypersphere Algorithm 84.8 97.2 8.3 1.0
Fuzzy A rt Map 77.2 97.0 6.1 3.7
C4.5 Decision Tree 80.8 97.0 1.8 4.0

Also note that KDD-cup-1999 winner’s detection rate for 
(Probe, DoS, U2R, and R2L) was (83.3%, 97.1%, 13.2%, 
8.4%).

O ur C onjecture
Here, we, conjecture that those sometimes observed poor 
results are because some of the attack data are like needles 
in a haystack of huge amount of normal data. If we were 
able to fully visualize such large size of normal samples 
together with a few data picked up from abnormal samples, 
the latter might look like a needle in a hay stack of the 
former, like in Figure 3. Though we are not yet ready, 
we plan to show a visualization of this assumption of us 
elsewhere, to study this conjecture further in detail.

Fig. 3. We conjecture that some attack data (filled circles) are like nee
dles in a hay of normal data (empty circles). Plots in this figure are all 
fictitious.

10 Again they reported a successful improvement of this result by a hy-
bridization with C4.5. To summerize this section, we ask the readers,



Problem  2 (A Challenge in KDD-cup-99 dataset)
Design an intrusion detection system which has 41 inputs 
corresponding to attributes from KDD-cup-1999 dataset, 
and 5 YES/NO  outputs indicating that the input is either 
normal, Probe, DoS, U2R, or R2L. The question is, “Such 
design is possible or not?”

Note that one parachutist is represented by our genotypes 
of a Зр-digit binary strings. Let’s take an example of p = 4. 
A genotype

((100)(1 1 1 )(000)(010))

maps into its phenotype (4 7 0 2).

Also see Figure 4 to get an image of real implementation 
by a neural network, as an example.

Fig. 4. A simple architecture of neural network we desire to design to 
classify KDD-cup-99 dataset.

III. E x p e r i m e n t s

Flick remembered the legend of the Jackdaw of Rheims, 
the bird that stole the bishop's ring. The monks couldn't 
figure out who had taken it, so the bishop cursed the un
known thief. Next thing they knew, the jackdaw appeared 
all bedraggled, and they realized he was suffering from the 
effects of curse, and must be the culprit. Sure enough they 
found the ring in his nest. -  “Jackdaws" by Ken Follett

Assuming our conjecture that real attack samples are like 
needles in a haystack of normal samples, we now look at 
how easy or difficult to find them. Let’s start with a ran
dom search. Note that some proposed algorithms which 
were reported as success actually were not good as asserted, 
and sometimes found to be worse than a random search.

At the start, one p-bit octal PIN is created which we 
assume no one knows a priori. With p being increas
ing from 2, we count the number of randomly created 
genotypes until its phenotype strictly matches to the 
hidden PIN. The average number, during 1024 runs, of 
parachutists needed until we found the parachutist who 
fell on the needle just by chance, for p = 2,3,4,5,6,7 were, 
respectively,

(66,512,3951,32154,254673,2058527). (I)

See Figure 5.

B. What if Parachutists are Allowed to Walk after Fall?
A lgorithm  2 (E xploration  after Fall) (I) Create a p- 
bit octal PIN at random. (2) Create randomly one ip-bit 
of binary string. (3) Translate the string into p-bit octal 
code. (4) Check if  the translated code matches the PIN.
(5) If matches, end the run. Otherwise give a mutation by 
flipping a bit chosen at random11 with a probability o f l / i p  
until the translation matches the PIN, or number of steps 
exceeds 1000. (6) I f  still none has matched, then repeat 
from 2.

What will happen if the fallen parachutist is allowed to 
explore, say, 1000 random steps, around the spot they 
fall? This might remind you of the seminal experiment 
once made by Hinton к  Nowlan [1] who referred it to “life
time learning — Baldwin Effect, ” though our parachutist 
in this paper ends her life without creating a next genera
tion. The results, again over the average of 1024 runs, for 
P = 4 ,5,6,7,8 were, respectively,

(5,36,308,2436,23087). (2)

A. Random Fall of Parachutists
A lgorithm  I  (R andom  Fall) (I) Create a p-bit octal 
PIN at random. (2) Create randomly one "ip-bit of bi
nary string. (3) Translate the string into p-bit octal code. 
(4) Check if the translated code matches the PIN. (5) If 
matches, end the run. Otherwise go back to 2.

Let us allow to use a metaphor here. We now assume only 
one needle in a pastoral, and parachutists fall from the 
airplane in the sky to the pastoral one by one, then our 
interest is on how would it be likely for a parachutist to 
fall just on the needle. This might be taken as a random 
search, and will be our criterion of comparison hereafter.

The results are depicted also in Figure 5 together with 
the result of our random parachutists in the previous sub
section. In both cases, we can see that complexity to find 
the needle is an exponential order. But look! How impres
sive an exploration-after-fall improves the performance!

As you have probably noticed already, however, it’s not 
fair just to compare the number of parachutists. The total 
number of points searched by those walking parachutists 
is plotted as a function of p in Figure 6. We can see that 
the result was rather worse than our random parachutists, 
despite of its superficial good looking of the result.

11 We will call this a “point-wise m u ta tion” hereafter.
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C. Neutral Mutation
Algorithm  3 (Walk by N eu tra l M utations) (I) Cre
a tes PIN at random. (2) Create one genotype at random. 
(3) Try point-wise mutation on the genotype such that the 
result maps into the same phenotype as the one before the 
mutation. (4) Assess all possible single-mutation-neighbors 
of the new genotype to determine whether any new pheno
type is discovered. (5) Step 3 to 4 are repeated untill the 
phenotype matches the PIN, or untill a pre-fixed number of 
steps is reached.

This is a paraphrase of the algorithm proposed by Ship- 
man et al. [12] who called the step 3 a neutral mutation 
(Note that the mutation in step 4 is a standard one). Its 
efficiency was studied in their paper by applying it to a 
random Boolean network and telecommunication networks. 
But why not more simple example is to be explored, if it 
is to work universally?

To apply this in our problem of searching for the needle, 
that is, octal p-bit PIN, we design our genotype as 15p-bit 
binary string such that the number-of-1 (mod 8) in each of 
those 15-digit blocks in the string maps into one bit of the 
corresponding octal code.12 For example

D. Does Neutral Mutation on Intron Enhance Efficiency 
of Search?

A lgorithm  4 (N eu tra l N etw ork) (I) Create a PIN at 
random. (2) Create randomly an initial individual which 
is considered to be the winner to the next generation. (3) 
Carry out point-wise mutation on the winning parent to 
generate 4 offspring. (4) Construct a new generation with 
the winner and its offspring. (5) Select a winner from the 
current population using the following rules, (i) I f  any off
spring has a better fitness than the parent, the one with 
highest fitness becomes the winner, (ii) I f fitness of all off
spring have the same fitness as the parent, one offspring 
is randomly selected, and if  the parent-offspring pair has 
a Hamming distance within the permitted range, the off
spring becomes the winner, otherwise the parent remains 
as the winner. (6) Back to step 2 unless the maximum 
number of generations reaches, or a solution is found.

The description of the algorithm above is a paraphrase from 
Yu &: Miller [13]. As for the application of this algorithm, 
we had an interesting discussion between Yu h  Miller’s 
paper “Finding needles in haystack is not hard with neu
trality” (2002) vs. Collin’s “Finding needles in haystack is 
harder with neutrality” (2005).

((100011000000100)(111111111111111)(111110001101010))

maps into (4 7 1).

The average number, during 1024 runs, of parachutists 
needed until we found the one who firstly reached the nee
dle for p = 2,3,4,5,6 were, respectively,

(71728,583593,4930624,36592634,314817878). (3)

Much worse than our random search.
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Fig. 5. (a) Number of random creations of candidate until the PIN is 
matched (filled circles), and (b) The number when created candidate is 
allowed random walks of 1000 steps (empty circles). Both are the average 
of 1024 runs.

What Yu & Miller [13] attacked as a type of a needle 
in a haystack problem was to make a genetic algorithm 
construct an even-n-parity logic circuit by employing only 
XORs and EQs, not ANDs and ORs and so on, which 
shows a peculiar fitness landscape. The even-n-parity logic 
has n-bit binary inputs and if and only if the number of 
“1” is even, it returns I and otherwise returns 0. Hence, 
we can evaluate the fitness value of any one candidate of 
the solution, by giving all the possible configurations of 0 
and I and counting how many correct outputs. Thus, from 
a combinatorial point of view, we have 2n cases of fitness 
values. In reality, however, we have only three different 
values, that is, 2n, 2("-1) and 0. In other words, the out
put is all correct, half correct, or not correct at all. For 
example, candidates of even-3-parity constructed only by
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Fig. 6. Average number of points explored by all the randomly created 
12 A simple consideration might give us the idea that 7-bit binary for candidates who are allowed further random walks of 1000 steps until the

each octal is enough. However, we implemented in this way so that each needle is found. Average are taken among 1024 runs,
octal from 0 to 7 are created uniformly at random.



XORs and E'Qs returns either 8, 4 or O correct outputs for is translated into (1,5,2,7) since the second gene is trans- 
the eight possible inputs (000), (001), (010), (111). Iated into 12 and supposed to be an intron.

Yu & Miller wrote, “In the case of random creation 
of 4,000,000 candidates of even-12-parity, the solution 
(fitness 4096) was never emerged, while even-10-parity 
100,000 random creations of candidate yielded 540 solu
tions (fitness 1024)- On thz other hand, when neutral mu
tation was applied to the candidates of even-12-parity, the 
48 out of 100 runs reached solution(s) with each run being 
only within 10,000 iterations.”

Collins argued back concluding, “Reported success is due to 
a bias of the selection” [14]. In the other Collin’s work [15], 
it was analytically shown that the number of possible can
didates of even-12-parity is 1.315 x 10139 in which number 
of real solutions is 2.568 x IO132, claiming “Yu & Miller’s 
result is, therefore, worse than a possible random search. ”

Again what we want to emphasize here is, if the assertion 
by Yu & Miller is universally true, it would work in yet 
more principally simple examples.

Before going further, let’s see what is intron that Yu & 
Miller assumed to play an important role in their evolution. 
For example, take a look at a genotype representing an 
even-3-parity,

((EQ, A 1 B)(EQ, C, D)(XOR,  I, E)(EQ, F1 G)(EQ, 3, H))

where each gene which corresponds to one unit constructs 
triples, with the 1st being which logic to be used (EQ or 
XOR); and with the 2nd and 3rd being connections to ei
ther one of the inputs or the outputs of a previous unit. 
Note that the 2nd and 4th genes in the above example do 
not contribute to construct the phenotype since those two 
genes will not be connected to any other unit, and hence 
are called intron as a biological metaphor. Any mutation 
on an intron has no effect on phenotype, and as such, they 
are called neutral. The above genotype can be interpreted 
as the phenotype shown in Figure 7.

The average number, during 1024 runs, of parachutists 
needed to firstly find the needle for p = 2,3,4,5 were, re
spectively,

(65,488,3751,33710). (4)

Alas, if we compare it with (I) we will see that the result 
is almost the same as our random parachutists.

O ur Second C onjecture
We have no such algorithm that can more efficiently look 
for a needle in a haystack than a random search. No way 
to find needles in a pastoral.

IV. Discussion

As Laskov et al. [16] claimed in their paper, “Labels can 
be extremely difficult or impossible to obtain. Analysis of 
network traffic or audit logs is very time-consuming and 
usually only a small portion of the available data can be 
labeled. Furthermore, in certain cases, for example at a 
packet level, it may be impossible to unambiguously assign 
a label to a data instance.” Authors further wrote, “In a 
real application, one can never be sure that a set of available 
labeled examples covers all possible attacks. I f  a new attack 
appears, examples of it may not have been seen in training 
data. ” Then our next question is,

P roblem  3 (A ttacks by M utan ts) Pick up at random 
a set of n normal samples from KDD-cup-1999 dataset. 
All of those n samples are given a point-wise mutation and 
taken as attack data. Train your intrusion detection system 
using half of the normal samples and half of the attack 
samples (the number of both is n / 2), then test the system 
using the remaining samples. Can the system detect those 
mutants as intrusion?

Fig. 7. An example of phenotype of even-3-parity constructed only by 
EQs and XORs.

Now we try to apply this to our finding PIN problem. This 
time we use 4-digit binary, instead of З-digit as before, to 
represent one octal numeral in the candidate of PIN. Then 
translation is into decimal, instead of octal, and when the 
translated decimal is larger than seven we consider it an 
intron. For example

((0001)(1100)(0101)(0010)(0111))

A. Can a Sommelier be Trained without Bootlegs?
Though we have not remarked so far, there remains further 
difficult issue, that is, “How the system can learn only from 
normal data to detect abnormal?” We usually have enor
mous amount of normal data but we have no information 
about coming attacks untill it’s too late.

Gomez et al. [17] claimed, “A new technique for generat
ing a set of fuzzy rules that can characterize the non-self 
(abnormal) space using only self (normal) samples.” Their 
experiment employed 10% dataset, also given as a part 
of KDD-cup-1999 dataset, which reduced the number of 
records into 10% of the original ones. Further, they re
moved categorical attributes and normalized these remain
ing 33 numerical attributes between 0 and I using the max
imum and minimum values found. Then 80% of the nor
mal samples were picked up at random for training while
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the remaining 20% along with the same number of abnor
mal samples were used for testing. Gomess et al. designed 
the detector with what they called an “immuno-fuzzy ap
proach” and system they call an “evolving fuzzy rules de
tectors” claiming, “It detects attacks with the detection rate 
98.30% and false alarm rate 2.0%.” Really satisfactory, if 
it’s really true.

The report didn’t mention about the categories of attacks, 
which implies the reported success is an average over all 
attack types. It seems to be too good if we consider the 
results of the other not-so-happy reports mentioned above.

More important thing to notice here is the system learned 
from “only with normal data” to establish this success. It 
would be terrific if it was really true, but we are fishy more 
or less.

This issue is something like we require a wine-taster to 
recognize bootleg champagne by only providing him/her 
plenty of real champagne to learn.13 14 15

Though this training-only-with-normalis our ultimate goal, 
but not so simple to be realized. To study how this is 
difficult, why not try the following?

Problem  4 (Dummy A ttacks) (I) Prepare two sub- 
datasets from KDD-cup-1999 dataset. One is picked up 
from normal samples and call it Dnorm3]. The other is 
from attack samples and call it DattacJ4. (2) Furthermore, 
randomly create an attack dataset -  dummy attacks, and 
call it D jummy. (3) Train your intrusion detection system 
only with Dnorma]. (4) Then, try two tests, one with only 
DattacJ4, and the other with only D jummy, avoiding any 
a priori prediction.

B. Don’t We Expect the Result a priori?
“Artificial immune system detects an attack by computer 
viruses!” How fantastic it sounds. While we wish it would 
work, we are afraid it might be just a fantasy. So, we need 
a placebo experiment.

Of the 311,029 records in the test set of KDD-cup-1999, 
the rate of (Normal, Prove, DoS, U2R, R2L) is (19.5%, 
1.3%, 73.9%, 5.2%, 0.1%), respectively. This suggests that 
even the always-retum-U2R strategy14 for instance, would 
result in the accurate detection rate of (Normal, Probe, 
DoS, U2R, R2L) =  (0.0%, 0.0%, 0.0%, 5.2%, 0.0%). Or, 
the always-retum-a-rnndom-output strategy15 would have 
quite a high score to detect DoS attacks.

13 Or, in an opposite way. I usually enjoy Georgian sparkling wine like 
once a week, but still a real champagne would be able to pretend to be a 
Georgian one to me.”

14 which returns U2R whatever the input is.
15 which returns either Normal, Probe, DoS, U2R, or R2L a t random 

regardless of the input.

The two strategies above might be more intelligent than 
some of the artificial intelligent techniques so far proposed. 
Yes, rather than ignorant.

We have to be careful, because we sometimes tend to un
consciously pick up only a set of data that will be suitable 
to draw our a priori expected conclusion, if not intention
ally at all.

In the way that just a powder-from-sugar sometimes has 
a same effect as, or more efficient than, a medicine under 
developing enough to cure a disease for a group of innocent 
volunteers. Let’s conclude the discussion with the following 
final question.

Problem  5 (P laceb o E x p erim en t) (I) Create a sim
ple device which randomly returns either one of Normal, 
Prove, DoS, U2R, or R2L for any input. (2) Prepare a 
test dataset including enough amount of records uniformly 
from Normal, Prove, DoS, U2R, and R2L. (3) Compare the 
performances of the detector you designed with the random- 
reply-machine created in step I, feeding the same dataset- 
prepared in step 2.

V. C o n c l u d in g  R e m a r k s

As we have described so far, KDD-cup-1999 intrusion de
tection dataset has 4,898,430 records in the labeled dataset 
for training purposes of which 75.6111% are normal. On 
the other hand, we have 311,029 records in the unlabeled 
dataset for testing purposes of which only 0.0733% are 
U2R, for example. Under this situation, a likely interpre
tation would be the U2R attack patterns are like needles 
in a haystack of normal patterns when they undergo a test, 
if we are not very lucky. Considering we have not had so 
satisfactory results to detect U2R attacks, we do not seem 
to be so lucky.

In addition, if we take it account that a hacker is a person 
who is extremely good at finding a pattern which is very 
close to the normal traffic, the point that might be located 
by a hacker is not a randomly located point.

It is said that we have two kind of intrusion detection. One 
is called misuse detection which recognizes known attack 
patterns. The other is called anomaly detection which de
tects no-normal unknown patterns. We are not interested 
in the former. All we want is to detect unknown outliers. 
And an outlier usually lies not far from normal but very 
close to it. We could not be so optimistic.

As for using an artificial immune system, for example, 
since that real sensational proposition in 1994 by For
rest, Perelsen et al. [18] that claimed, “Negative selection 
of a metaphor of our real biological immune system can 
detect anomaly as non-self in computers, ” we have had
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tremendously lots of intelligent challenges for more than 
two decades, but all in vain in a real sense. Still this topic 
is not fruitful at all from a practical point of view, as far 
as we know.

Probably the most intelligent way of detecting a network 
intrusion is to curse it and wait for the effect of the curse.

Needless to say, however, this article is not to negate the 
possibility, but we hope this will be a serious challenge to 
intrusion detection community to emerge real innovative 
ideas.
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Abstract: The new technique for embedding image data is 
presented. The message is subjects to vector quantizer by 
neural network. The modified data is inserted into the 
coiner in the wavelet transform domain. The vector 
quantization enables to increase the capacity of 
embedded data. The experimental results indicate that 
performance o f vector quantizer by neural network is 
higher then quantizer by standard algorithm.
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I. INTRODUCTION
Steganography is one of the fundamental ways by which 
data can be kept confidential. Steganography has evolved 
into the practice of hiding a message within a larger one. 
Legitimate purposes of steganography can include 
watermarking images for copyright protection or 
confidential information to protect the data from possible 
unauthorized viewing.

The main properties of image steganography are 
transparency, capacity, security and robustness. 
Transparency refers to the visual similarity between the 
original image and stegoimage. If large amounts of data 
are embedded in an image, then the visual quality of the 
image degrades which indicates the presence of 
steganography. Capacity refers to the volume of data that 
can be embedded in an image.

Many digital steganography algorithms have been 
proposed in recent literature [1,2]. However, most of the 
existing algorithms haven’t high embedding capacity. The 
increasing of an embedded data volume is an important 
problem of modern digital steganography.

The embedding of hidden data takes place into the time 
domain or frequency region of signal carrier. In last case 
stegoimage has a more high robust and stability to attacks. 
All recent steganographic researches realize the 
embedding of data in frequency domain [2,3].

Here we have combined modern steganographic methods 
with advantages of neural network such as accuracy and 
performance. It is proposed a hiding algorithm of image 
within multimedia data, for example an image too. The

key moment of this method is using learning vector 
quantization (LVQ) to enlarge a capacity of hidden data. 
Neural network is used in order to create a uniform 
codebook and to raise a vector quantization power. This 
method allows hide multimedia content.

In next section will be described a production of 
codebook by neural network. Section 3 details the steps in 
data embedding and the recovering procedure. Section 4 
and 5 consider experimental results and conclusions.

IL THE DATA HIDING TECHNIQUE
The scheme of data embedding is shown at fig. I. The

Fig.l. Scheme of data embedding

key moment of this scheme is embedding using vector 
quantizer by neural network. The image- coiner is 
transformed using the Wavelet Transform (WT). One 
level of WT is applied for increasing the volume of 
embedded data, the more levels of WT is recommended in 
order to raise a robust to JPEG2000 -  compress,

The preparing of message consists of three steps; two of 
this is realized by neural network (NN). Foremost the 
image- message is replaced by its vector representation 
with length eight (block Dividing by Vectors) as shown 
fig.l

The block NN decide of task to create of codebook in 
process of training and vector quantizer of message. It is 
realized by Kohonen network. Kohonen’s Self Organizing 
Feature Maps have used. They provide a way of 
representing multidimensional data in much lower 
dimensional spaces. This process reduce the 
dimensionally of vectors and essentially compress a data 
known as vector quantization.
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After NN’s training is produced a vector quantizer of 
message and received numbers are embedded to wavelet 
coefficients by additive algorithm. The modified 
coefficients subject to inverse WT and we have the 
stegoimage as a result.

Ш. CODEBOOK BY NEURAL NETWORK
It is proposed a neural network to coding image by a 
vector quantizer. As a learning vector quantization we 
used Kohonen network [4]. It consists of two neural units’ 
layers (fig.2) and permits to divide the input space in a 
number of disjoint subspaces.

Fig.2. Structure of neural network

The output layer is two- dimensional grid of array and 
should give the cluster label of the input pattern. The 
input data, which are near to each other in the input space, 
must be mapped on output units, which are also new to 
each other. The competitive learning is used for Kohonen 
network's training. According to this approach it is 
defined a winner neuron with k- number at the beginning. 
The Euclidean distance measure is used for winning 
neuron’s determination:

Dn = mi n| X -IV J___________________________ '
D n =  min ^ (x ,- W î i - ( X 2- W u)2 + . . . ( X 11 - W ij) 2 ,

where X=Ix1, X2,..., xn) is an input data, Wj= (W1J, 
W2J,..., Wnj) are weight coefficients of j - output neuron, n 
is a dimension of an input image.

Next, the weights of the winning unit are adapted using 
the following learning rule

Wk (t +  l) =  Wk(t) +  y *h (k , j )  * (X (I )-W k (t)). (2)

Here h(k,j) is a decreasing Gaussian function of the grid- 
distance between units к and j:

h (k ,j)  =  e\ p(- ( j - k ) 2
I o 2

(3)

The parameter о is decreased during learning of neural 
network. The number of input units is eight; the size of 
output array is 16x16.
The graphical representing of codebook is shown in fig.3.

Prior to network training, each unit’s weight must 
be initialized. Il is formed random sample of 8- 
dimensional vectors to Ieam network. Each number of 
sample are initialized so what Ckwcl. After learning the 
weights of units have pointed a center of a cluster. These 
weight coefficients keep to so-called codcbook. The 
columns of this dimension are a numbers or clusters, the 
rows of it are coordinates of clusters center.

IV. EMBEDDING
Tlie embedding algorithm should satisfy requirements of 
JPEG2000 Standard in order to ensure a robust of 
stegoimage to JPEG2000- compress[5). JPEG2000 uses a 
discrete wavelet transform (DWT) to decompose image 
into its high and low subbands. In standard multiple 
stages of the DWT are performed. The number of stages 
performed is implementation dependent and consists from 
O to 32 levels. For natural images, usually between 4 to 8 
stages are used. One of compress methods is to cast off 
insignificant coefficients.

The embedding is made in frequency region. The coiner is 
decomposed using wavelet transform (WT). The wavelet 
coefficients (WTC) are divided into four parts: an 
approximate image LL and three detail images LH1 HL 
and HH. Every next level of decomposition reduces the 
LL-area in four times. The values of detail coefficients are 
about zero and they don’t save information after inverse 
transform. Therefore the hide information is embedded to 
LL-coefficients.

The preparing of hidden image consists of replacement of 
image vector with dimension 8 by the number of cluster. 
Then these vectors enter on neural network. Each vector 
is replaced for value of weight coefficient of its cluster.
We have the number sequence with values from I to 256 
as a result. The transparency of stegoimage might be 
violated at addition this numbers to WTC. This problem 
has decided thus. Each number Vi was divided into two 
parts: high and low:
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High(Vi) =  [Vi /16], 
Low(Vi) =  V i-IV i /1 6 ]*  16.

(4)

In such a way each vector representative by two numbers, 
each taken separately has the value less then 16.

The additive algorithm takes place at embedding:
f' (m ,n) =  f(m ,n )  +  /3* Wi, (5)

where f(m,n), f(m,n)- WTC before and after embedding 
accordingly, Wi- embedding number, (}- coefficient for 
increase of energy signal and PSNR after recovering. We 
decrease distortions of hidden image due to this 
coefficient.

The modified coefficients are inverse wavelet transformed 
to produce a stegoimage.

20 40 60 80 100 120 

recovered message

50 100 150 200 250 

stego

The hidden image is recovered following essentially an 
inverse sequence of operations. Some moments of this 
action demand of explanation only. After calculation the 
difference between the stego and coiner we have received 
the hidden image as sequence of vector number. We 
should have a codebook to reconstruct of image. We 
replace each vector number by 8-dimen tional sequence 
according to codebook. In that way we take initial image.

V. EXPERIMENTAL RESULTS
This method of data embedding was implemented with 
using a packet MathLab [6].

The image 256x256 was chose as a coiner. The tests were 
realized at the quantity of decompose levels from I to 5. 
The more number of decompose levels the less capacity 
of embedded data, but the more the robust to JPEG2000- 
compress. The ration between the embedded data and a 
coiner size is 1:4 if the number of decomposed levels is 
one; 1:64 if the number of decompose levels is four.

The coefficient p is from 2 to 8, this value is quite enough 
for the ensuring of available level of PSNR.

Fig.4 points basic and transformed images. The recovered 
image has a visible distortion, but the image of a 
sportsman is quite identifiable. The vector quantization 
introduces the most of these distortions. After vector 
quantization of transmitted image the PSNR averages 36- 
40 dB. The PSNR of recovered signal is reduced on 2-5 
dB yet. This significance is acceptable [7].

VI. CONCLUSIONS
In this paper a method of data embedding was be 
presented. This method allows sending one image within 
other image. The stegoimage has a transparency and 
robust to JPEG2000- compress. We used a learning vector

Fig.4. Visualization of experimental results

quantizer built on neural network. It consists of two 
neural units’ layers: input layers with number of neurons 
eight and output layer. It is a map of Kohonen with size 
16x16 neurons.

The acquired codebook is fixed and may be used for 
quantization of any image. The codebook volume is 2 кВ. 
The recovering a hidden image produces with a coiner. 
For that an image-coiner, a codebook and a stegoimage 
are transmitted separately -  on different channels or in 
due time. The size of hidden image conflicts with robust 
to compress and it is aggregates from I to 25 percent 
depending on decomposition levels.

This method can be used to transmit of hidden 
information and to embed a digital watermarking for 
copyright protection. In last case the author should has a 
registered logotype.

The neural network application has some of advantages. 
First the amount of codebook vectors is fixed and it’s 
equal to 256. One codebook can be used for quantization 
of all images due to this property. It isn’t necessary to 
build a codebook for each image. The building of fixed 
codebook by standard mathematics means has a large 
calculated complexity. Second  the period of quantization 
process with using neural network less then one without 
neural network. This difference is about one number 
exponent.
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detection.
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dimensional vector, where m is number of attack plus 
normal connection. The significant question concerning 
design of IDS is the following: which features are really 
important? We propose to use principal component 
analysis (PCA) neural network for important data 
extraction and dimensionality reduction.
The second stage construction of IDS is to detect and to 
recognize attacks. In this paper is proposed to apply 
multilayer perceptron (MLP) for this purpose. Combining 
two different neural networks we can obtain the various 
IDS architectures.

L INTRODUCTION
At present time one of the form of world space 
globalization is cyber space globalization, because of 
increasing number of computers connected to the Internet. 
As a result the security of computer networks becomes 
more and more important.
There exist the different defense techniques, in order to 
protect the computer networks. Many Intrusion detection 
systems (IDS) are based on hand-crafted signatures or 
data mining techniques [1-3]. The other IDS use neural 
network approaches. The major problem of existing 
models is recognition of new attacks, low accuracy, and 
detection time and system adaptability [4].
This paper explores the different neural network 
techniques for construction of intrusion detection systems. 
We use limited dataset for training of neural networks. 
This dataset contains as normal and abnormal learning 
samples. The generalization capability of IDS is 
investigated. The KDD-99 dataset [5] is used for training 
and testing of proposed IDS. This dataset contains about 5 
million network connection records with normal and 
abnormal states. Every record includes 41 independent 
features. All attacks can be divided into four main classes: 
DoS, U2R, R2L and Probe.
DoS -  denial of service attack. This attack led to 
overloading or crashing of networks;
U2R -  unauthorized access to local super user privileges; 
R2L -  unauthorized access from remote user;
Probe -  scanning and probing for getting confidential 
data.
Every class consists of different attack types.
This paper considers the recognition as attack types and 
classes. The experimental results are discussed in Section 
4.

II. IDS ARCHITECTURES
Let’s examine the different neural network approaches for 
construction of intrusion detection systems. As for input 
data it will be used the 41 features from KDD-99 dataset, 
wh;ch contain the TCP-connection information. The main 
goal of IDS is detection and recognition type of attack. 
Therefore it will be used as for output data the m-

I I I
2 ’

RNN
2

MLP 2

41 I 12 * 5

Flg. I -  The first variant of IDS.

As shown in Fig. I the first variant of IDS architecture 
consists of PCA and MLP neural networks, which are 
connected consequently. The PCA network, which is also 
called a recirculation network (RNN), transforms 41- 
dimentional input vector into 12-dimensional output 
vector. The MLP performs the processing of compressed 
data for recognition one type of attack or normal state.

Fig. 2 -  The second variant of IDS.

The second variant o f IDS structure is shown in Fig. 2. It 
consists of four MLP networks. As can be seen every 
MLP network is intended for recognition one type of 
attack: DoS, U2R, R2L and Probe. The output data from 4 
multilayer perceptrons enter to Arbiter, which accept the 
final decision concerning type o f attack. The one layer 
perceptron can be used as Arbiter. The training o f the 
Arbiter is performed after leaning of PCA and MLP 
neural networks. Such an approach permits to fulfill the 
hierarchical classification attacks. In this case Arbiter can 
define one of 5 attack types and corresponding MLP -  
class of attack.
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Fig. З -  The third variant of IDS.

* / = 2 > V j v  (2)
J=і

The weights of this network are updated iteratively in 
accordance with the Oja rule:

12

w'ji (t + 1) = w'jt ( 0 + a  ■ у j  ■ (Xi - X i),

wU = w Ji-

(3)

(4)

As it is known [6] such a RNN performs a linear 
dimensionality reduction. In this procedure the input 
space is rotated in such a way that the output values are so 
uncorrelated as possible and the energy or variances of 
the data is mainly concentrated in a few first principal 
components.
The preprocessing of input data is performed before 
entering it to RNN:

Fig. 4 -  The forth variant of IDS.

The next variants of IDS structure are shown in the Fig. 3, 
4. As can be seen from the Figures, the initial 4 l- 
dimensional vector here is divided on 3 parts, each of

* • Il

A
 

I 
-X

-X
 

w
 2

*

(5)

these contain the homogeneous data. Every PCA network where 
is intended for processing of corresponding subvector.
The MLP defines the type of attack and Arbiter accepts (6)
the final decision. Main difference between these two 
models is common MLP module in the variant 4.

u  *=i

a ( x ki ) =  -  Mi*, ))2 . (7)
III. NEURAL NETWORKS L  *=i

As it is mentioned above we use PCA and MLP neural 
networks in order to construct IDS. Here L is the number of training samples. The KDD-99 

dataset is used for RNN training. The mean square error 
makes 0.01. The training set contains 20% samples.
Let’s consider the mapping of input space data for normal 
state and Neptune type of attack on the plane two 
principal components. As can be seen from the Fig. 6 the 
data, which belong one type of attack can be located in 
different areas. As a result is not possible the 
classification of such a data using only linear RNN 
because of complex relationships between features. One 
way to decide this problem is to use the nonlinear PCA 
network.

Let’s consider an autoencoder, which is also called a 
recirculation network is shown in Fig. 5. It is represented 
by multilayer perceptron, which performs the linear 
compression of the dataset through a bottleneck in the 
hidden layer. As can be seen the nodes are partitioned in 
three layers. The hidden units perform the compression of 
the input dataset. The j-th hidden unit output is given by

41

у ] = H wV * i ,  (I)
1=1

where Wjj is the weight from the i-th unit to the hidden j-th 
unit.
The output units are meant for decompression of the 
hidden dataset. The i-th output unit is given by

S e rv ice  a u th  (n o rm a l - 2 2 0 ; N e p tu n e  - 108)

--------------------

normal

~  /  ~  7

Neptune

i
------------ *---------4—

1 1 2 :

Y1 coordinate

Fig. 6 -  Data processed with RNN (service auth).
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Fig. 7 -  MLP architecture.

As it is mentioned before the MTjP is intended for attack 
classification on the basis o f principal components (Fig. 
7). The number of output units depends on determination 
of type or class attack. The backpropagation algorithm is 
used for training MLP. The mean square error makes 
0.01. After training of neural networks they are combined 
in an intrusion detection system.

IV. EXPERIMENTAL RESULTS
In this paper the KDD-99 dataset is used for training and 
testing different neural network models. The experiments 
were performed separately for each service. The learning 
models were trained with 20% selections from datasets 
for each service. After training the neural networks have 
ability to intrusion detection. Some evaluation metrics 
were calculated during the testing process such as 
detection and recognition rates, true attack alarms, false 
attack alarms, etc.
Let’s examine the recognition of attacks with the Model I 
(see Section 2). Table I shows statistics of recognition 
attacks for some services depending on attack class. Total 
data for almost 30 services are given in Table 2.

Table 2. IdcntiflcaHon and recognition statistics depending 
on attack class for the Model I (almost 30 services)

class count detected recognized
DoS 286369 286334(99,9%) 286087(99,9%)
TT2R 49 41(83,7%) 40(97,6%)
R2L 1119 1000(89,4%) 906(90,6%)
Probe 1320 1312(99,4%) 1308(99,7%)

normal state
normal 83281 і 82943(99,6%)

From the above results, the best detection and recognition 
rates were achieved for DoS and Probe connections. U2R 
and R2L attack instances were detected slightly worse 
(83.7% and 89.4% respectively). Besides, the bottom row 
shows that some normal instances were (incorrectly) 
classified as intrusions.
Next results (Table 3, 4) are associated with testing in the 
mode of attack type recognition. Experiments were 
performed with different number of output neurons. The 
fu it case is 23 output units that represent every type of 
attack and a normal state. The second case is when the 
number of output units is varied dynamically. It means 
that the program automatically calculates a number of 
different states of network connections depending on their 
count in the training set.

Table 3. Identification and recognition statistics 
depending on attack type for the Model I (dynamic 
count of output units)

service true attack 
alarms

false attack 
alarms

recognized
correctly

auth 108(100%) 0 O OO 8 SS

domain 113(100%) 0 113(100%)
eco I 1252(99,9%) 7(1,8%) 1238(98,9%)
ecr I 281033(99,9%) 12(3,4%) 281033(100%)
finger 202(100%) 11(2,3%) 200(99,0%)
ftp 283(66,5%) 14(3,8%) 283(100%)
ftp data 864(93,7%) 44(1,2%) 777(89,9%)
http 2399(99,7%) 96(0,16%) 2396(99,9%)
IRC 1(100%) 1(2,38%) 1(100%)
pop 3 123(100%) 0 123(100%)
smtp 123(97,7%) 44(0,4%) 121(98,4%)
telnet 284(96,6%) 16(7,31%) 280(98,6%)

Table 4. Identification and recognition statistics 
depending on attack type for the Model 1 (23 output 
units)

service true attack 
alarms

false attack 
alarms

recognized
correctly

auth 108(100%) 0 108(100%)
domain 113(100%) 0 113(100%)
eco I 1252(99,9%) 0 1239(99,0%)
ecr I 281034(99,9%) 13(3,77%) 281034(100%)
finger 186(92,1%) 10(2,14%) 185(99,5%)
ftp 418(98,3%) 26(6,97%) 418(100%)
ftp data 856(92,7%) 31(0,82%) 636(74,3%)
http 2400(99,7%) 96(0,16%) 2400(100%)
IRC 1(100%) 1(2,38%) 1(100%)
pop 3 123(100%) 0 123(100%)
smtp 122(97,6%) 35(0,36%) 119(97,5%)
telnet 284(96,6%) 15(6,85%) 272(95,7%)

The results of testing (see Table 3, Table 4) are very 
comparative between the two modes.
It is interesting to discuss other models proposed in 
Section 2. In the case with the Model 4 parameters of 
input vector were partitioned into the tree groups of whole 
numbers, keys (0/1) and numbers taking values from the 
range [0.. 1]. Each group is processed with the 
corresponding RNN. The purpose of this is to increase 
algorithm accuracy owing to the fact that each RNN 
works with homogeneous data. Though the Model 4 
resulted in slightly lower detection rates for U2R and R2L 
in comparison with the Model I , it is still quite sensitive 
to the widely distributed in the KDD-99 DoS attacks. The 
main advantage of the Model 4 is that it allows to reduce 
training time. Due to smaller number of links in the 
module, that calculates principal components, it needs 
less computational requirement during the training 
process.
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Table 5. Identification and recognition statistics 
depending on attack class for the Model 4 (almost 30 
services)

class count detected recognized
DoS 286369 286369(100%) 286295(99,9%)
U2R 49 33(67,3%) 32(97,0%)
R2L 1119 442(39,5%) 427(96,6%)

Probe 1320 1311(99,3%) 1288(98,2%)
normal state

normal 83281 — 77673(93,2%)

We found that there was often situation when detection 
rates for some attack classes were considerably lower than 
for others. It was necessary to repeat training process 
from the very beginning to achieve desired results. We 
have applied the Model 2 to solve the problem. The goal 
in using this neural network architecture is to be able to

get more accurate result for definite attack class. It is also 
possible to retrain each module MLP taken separately 
after general training circle has taken place. Table 6 
summarizes the performance of this kind of neural 
network.

Table 6. Identification and recognition statistics 
depending on attack class for the Model 2 (almost 30 
services)

class count detected recognized
DoS 286369 286032(99,9%) 286022(100%)
U2R 49 41(83,7%) 37(90,2%)
R2L 1119 1063 (95,0%) 1049(98,7%)

Probe 1320 1306(98,9%) 1306(100%)
normal state

normal 83281 — 83009(99,7%)

Table I. Detailed identification and recognition statistics depending on attack class for the Model I

service normal DoS U2R
count recognized count detected recognized count detected recognized

auth 220 220(100%) 108 108(100%) 108(100%)
domain 3 3(100%) 112 112(100%) 112(100%)
eco I 389 387(99,5%)
ecr_I 345 327(94,8%) 281049 281031

(100%)
281031
(100%)

finger 468 456(97,4%) 197 189(95,9%) 85(45,0%)
ftp 373 359(96,2%) 104 104(100%) 104(100%) 3 3(100%) 3(100%)
ftP -
data

3798 3752(98.8%) 170 168(98,8%) 26(15,5%) 12 12(100%) 11 (91,7%)

http 61885 61787(99,8%)
IRC 42 41(97,6%)
pop 3 79 79(100%) 118 118(100%) 118(100%) 34 26(76,5%) 26(100%)
smtp 9598 9472(98,7%) 120 120(100%) 120(100%)
telnet 219 204(93,2%) 198 198(100%) 198(100%) 34 26(76,5%) 26(100%)

Table I. Detailed identification and recognition statistics depending on attack class for the Model I 
(continuation)

service R2L Probe
count detected recognized count detected recognized

auth
domain I 1(100%) 1(100%)
eco Г 1253 1251(99,8%) 1251(100%)
ecr I 6 0(0,0%) 0(0,0%)
finger 5 5(100%) 4(80,0%)
ftp 313 245(78,3%) 244(99,6%) 5 5(100%) 5(100%)
ftp_
data

733 683(93,2%) 595(87,1%) 8 8(100%) 7(87,5%)

http 4 4(100%) 4(100%) 8 8(100%) 8(100%)
IRC I 1(100%) 1(100%)
pop 3 5 5(100%) 5(100%)
smtp 5 5(100%) 3(60,0%)
telnet 57 56(98,2%) 53(94,6%) 5 5(100%) 5(100%)
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V. CONCLUSION
In this paper the neural network architectures for intrusion 
detection have been addressed. The propose approach is 
based on integration of the recirculation network and 
multilayer perceptron. The KDD-99 dataset was used for 
experiments performing. Combining two different neural 
networks (RNN and MLP) it is possible to produce 
efficient performance in terms of detection and 
recognition attacks on computer networks. The main 
advantages of using neural network techniques are ability 
to recognize novel attack instances and quickness of 
work, what is especially important in real time mode.
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Abstract—In this article, a modular neurocontroller is pre
sented. It has the capability to generate a reactive behavior 
of walking machines. The neurocontroller is formed on the 
basis of a modular structure. It consists of the three dif
ferent functionality modules: neural preprocessing, a neural 
oscillator network and velocity regulating networks. Neural 
preprocessing is for sensory signal processing. The neural 
oscillator network, based on a central pattern generator, 
generates the rhythmic movement for basic locomotion of 
the walking machines while the velocity regulating networks 
change the walking directions of the machines with respect to 
the sensory inputs. As a result, this neurocontroller enables 
the machines to explore in- and out-door environments by 
avoiding obstacles and escaping from corners or deadlock 
situations. It was firstly developed and tested on a physical 
simulation environment, and then was successfully transferred 
to the six-legged walking machine AMOS-WD06.
Keywords— walking machines, recurrent neural networks, 
modular neural control, obstacle avoidance, sensor-driven 
reactive behavior.

I .  INTRODUCTION

The idea behind this article is to investigate the neural 
mechanisms controlling biologically inspired walking 
machines represented as sensor-driven systems. The 
systems are designed in a way that they can react to real 
environmental stimuli (positive or negative tropism) as 
they sense without concern for task planning algorithm or 
memory capacities.

Research in the domain of biologically inspired walking 
machines has been ongoing for over 10 years. Most 
of them has been focussed on the construction of such 
machines [6], [14], [17], [29], [31] on a dynamic gait 
control [25], [33], and on the generation of an advanced 
locomotion control [2], [11], [22], for instance on rough 
terrain [4], [5], [13], [18], [21]. In general, these walking 
machines were solely designed for the purpose of motion 
without the sensing of environmental stimuli. However, 
from this research area, only few have presented physical 
walking machines reacting to an environmental stimulus 
using different approaches [1], [3], [20], [30]. On the 
one hand, this shows that less attention has been paid 
to the walking machines performing a reactive behavior.

On the other hand, such complex systems can serve as 
a methodology for study embodied systems consisting 
of sensors and actuators for explicit agent-environment 
interactions or they can display as artificial perception- 
action systems.

Here, the biologically inspired six-legged walking machine 
AMOS-WD061 is employed as an experimental device for 
the development and testing of a neurocontroller causing 
a sensor-driven reactive behavior. This neurocontroller 
is created on the basis of a modular structure; i.e. it 
is flexible to adapt for controlling in different walking 
machines [27] and it is even able to modify for generating 
different reactive behaviors, e.g. sound tropism (positive 
tropism) [28]. In this article, it is constructed in the 
way that it enables the walking machine to avoid the 
obstacles (negative tropism) by changing the rhythmic 
leg movements of the thoracic joints. Furthermore, it 
also prevents the walking machine from getting stuck 
in comers or deadlock situations by applying hysteresis 
effects provided by the recurrent neural network of the 
neural preprocessing module.

The following section describes the technical specifications 
of the walking machine together with its physical simulator. 
Section 3 explains a modular neurocontroller together 
with the subnetworks (modules) for a reactive obstacle- 
avoidance behavior. The experiments and results are 
discussed in section 4. Conclusions and an outlook on 
future research are given in the last section.

II. The biologically inspired walking machine 
AMOS-WD06

The AMOS-WD06 [26] consists of six identical legs and 
each leg has three joints (three degrees of freedom (DOF)) 
which is somewhat similar to a cockroach leg [32]. The 
upper joint of the legs, called thoracic joint, can move 
the leg forward and backward while the middle and lower 
joints, called basal and distal joints respectively, are used
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for elevation and depression or even for extension and 
flexion of the leg. The levers which are attached to distal 
joints were built with proportional to the dimension of the 
machine. And, they are kept short to avoid greater torque in 
the actuators. This leg configuration provides the machine 
with the possibility to perform omnidirectional walking;
i.e. the machine can walk forward, backward, lateral and 
turn with different radii. Additionally, the machine can also 
perform a diagonal forward or backward motion to the left 
or the right by activating the forward or backward motion 
together with the lateral left or right motion. The high 
mobility of the legs enables the walking machine to walk 
over an obstacle, stand in an upside-down position or even 
climb over obstacles (see Fig. I).

Fig. I . (A) The AMOS-WD06 walks over an obstacle with the maximum 
height of 7 cm, (B) stands in an upside-down position and (C) climbs over 
obstacles with the help of an active backbone joint (arrow).

Inspired by invertebrate morphology of the american cock
roach’s trunk and its motion (see Fig. 2), a backbone joint 
which can rotate in a horizontal axis was constructed. It 
is desired to imitate like a connection between the first 
(Tl) and second (T2) thoracic of a cockroach. Thus, it will 
provide enough movement for the machine to climb over 
an obstacle by rearing the front legs up to reach the top of 
an obstacle and then bending them downward during step 
climbing (compare Fig. 1C).

Fig. 2. A cockroach climbs over large obstacles. It can bend its trunk 
downward at the joint between the first (Tl) and second (T2) thoracic to 
keep the legs close to the top surface of the obstacles for an optimum 
climbing position and even to prevent unstable actions (modified from 
R.E. Ritzmann 2004 [32] with permission).

However, this active backbone joint will not be activated 
in a normal walking condition of the machine. Mainly, 
it is used to connect the trunk (second thoracic), where 
twe middle legs and two hind legs are attached, with the 
head (first thoracic), where two forelegs are installed.

The trunk and the head are formed with the maximum 
symmetry to keep the machine balanced for the stability 
of walking. They are also designed to be as narrow as 
possible to ensure optimal torque from the supporting 
legs to the center line of the trunk. Moreover, a tail with 
two DOF rotating in the horizontal and vertical axes 
was implemented on the back of the trunk. The tail was 
motivated by a scorpion tail with sting which can actively 
move [10].

All leg joints are driven by analog servomotors producing 
a torque between 80 and 100 Ncm. The backbone joint 
is driven by a digital servomotor with a torque between 
200 and 220 Ncm. For the tail joints, micro-analog 
servomotors with a torque around 20 Ncm were selected. 
The height of the walking machine is 12 cm without its 
tail and the weight of the fully equipped robot (including 
21 servomotors, all electronic components and a mobile 
processor) is approximately 4.2 kg. In addition, the 
walking machine has six Infra-Red (IR) sensors. TWo of 
them, which can detect the obstacle at a long distance 
between 20-150 cm, were fixated at the forehead while the 
rest of them, operating at a shorter distance between 4-30 
cm. were fixated at the two forelegs and two middle legs. 
They help the walking machine to detect obstacles and 
prevent its legs from hitting obstacles, like chair or desk 
legs. Also, one upside-down detector was implemented 
beside the machine trunk. It provides the information of 
upside-down position of the walking machine. On the tail, 
a mini wireless camera with a built-in microphone was 
installed for monitoring and observing the environment 
while walking.

All in all the AMOS-WD06 has 21 active degrees 
of freedom, 7 sensors and I wireless camera, and 
therefore it can serve as a reasonably complex platform 
for experiments concerning the functioning of a neural 
sensor-driven system. However, to test neurocontrollers 
and to observe the reactive behavior of the walking 
machine (e.g. obstacle avoidance), it was firstly done 
through a physical simulation environment, namely “Yet 
Another Robot Simulator” (YARS)2. The simulator is 
based on Open Dynamics Engine (ODE) [34]. It provides 
a defined set of geometries, joints, motors and sensors 
which is adequate to create the AMOS-WD06 with IR 
sensors in a virtual environment with obstacles. The basic 
features of the simulated walking machine are closely 
coupled to the physical walking machine, e.g. weight, 
dimension, motor torque and so on. It consists of body 
parts (head, backbone joint, trunk and limbs), servomotors, 
IR sensors and an additional tail. The simulated walking 
machine with its virtual environment is shown in Fig. 3. 
Furthermore, the simulator enables an implementation,

2http://www.ais.fraunhofer.de/INDY/, see menu item TOOLS.
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Fig. 3. (A) Top view of the simulated walking machine with the virtual 
environment. (B) The simulated walking machine.

which is faster than real time and which is precise enough 
to present the corresponding behavior of the physical walk
ing machine. This simulation environment is also connected 
to the Integrated Stmcture Evolution Environment (ISEE)
[24] which is a software platform for developing neuro
controllers. In the final stage, a developed ncurocontroller 
after the test on the simulator is then applied to the 
physical walking machine to demonstrate the behavior in 
the real environment. The controller is then programmed 
into a mobile processor (a personal digital assistant (PDA)) 
with an update frequency of up to 75 Hz. The PDA is 
interfaced with the Multi-Servo IO-Board (MBoard) which 
digitizes sensory input signals and generates a pulse width 
modulation (PWM) signal at a period of 20 ms to command 
the servomotors. The communication between the PDA and 
the MBoard is accomplished via an RS232 interface at 57.6 
kBits per second.

III. N e u r a l  p e r c e p t i o n - a c t i o n  s y s t e m s

In order to create the robust and effective neurocontroller 
which is able to generate exploration and reactive obstacle 
avoidance behaviors, the dynamical properties of recurrent 
neural networks are utilized. The standard additive neuron 
model with sigmoidal transfer function together with its 
tim^-discrete dynamics is given by

П
a t(t+ l) =  B 1 - f Wjj tanh(aj(t)) i = l , . . . , n  (I) 

7 = 1

where n denotes the number of units, Oi their activity, 
B i represents a fixed internal bias term together with a 
stationary input to neuron i, and Wii the synaptic strength 
of the connection from neuron j  to neuron i. The output 
of the neurons is given by the sigmoid о» = tanh(aj). 
Input units are configured as linear buffers.

The modular neurocontroller for the desired behaviors are 
divided into three subnetworks (modules) which are the 
signal processing network, the neural oscillator network 
and the velocity regulating network. All networks are 
described in detail in the following sections.

A. Signal processing network

The perception systems are driven by using six IR sensors. 
The minimal recurrent controller (MRC) structure [23] 
is applied for preprocessing IR signals. This controller 
has been originally developed for controlling a miniature 
Khepera robot [7], which is a two wheeled platform. Here, 
it is modified for controlling the walking directions of the 
machine to avoid obstacles or escape from a comer and 
even a deadlock situation.

To do so, all signals of IR sensors ( IR l, IR2, IR 3 , IRA, 
IR 5  and IR 6 ) are mapped onto the interval [-1,+1], 
with - I  representing “no obstacles”, and +1 “an obstacle 
is detected”. Then, the three sensory signals on each side 
(right or le f t )  are simply combined in a linear domain 
of the sigmoid transfer function at hidden neurons; i.e. 
each of them is multiplied with a small weight, here 
^ 1,2,3,4,5.6 = 015. The output signals of the hidden 
neurons are directly connected to the output neurons 
(Outl, Out2) while the final output signals of the network 
(O utputl, Output2) will be connected to another network 
called the velocity regulating networks (VRNs) described 
later. The parameters of the preprocessing network were 
manually adjusted on the basis of its well understood 
functionality [23].

First, the bias term (B) of the hidden neurons is set 
to determine a threshold value of the sum of the sensory 
inputs, e.g. 0.2. When the measured value is greater 
than the threshold in any of the three sensory signals, 
excitation of the hidden neuron on the corresponding 
side occurs. Consequently, the activation of each hidden 
neuron can vary in the range between «  -0.245 (“no 
obstacles is detected”) and и  0.572 (“all three sensors on 
the appropriate side simultaneously detect obstacles”).

Furthermore, the weights from the hidden to the 
output units are set to a high value, i.e. VF78 = 25, to 
eliminate the noise of the sensory signals. In fact, these 
high multiplicative weights drive the signals to switch 
between two saturation domains, one low (и -I) and the 
other high (ss +1). After that, the self-connection weights 
(Wa.io) of Outl and Out2 were manually adjusted to 
derive a reasonable hysteresis input interval which results 
to an appropriate turning angle of the walking machine 
when the obstacles are detected. Hereby, they are set to 4. 
Finally, the recurrent connections (IF11I2) between output 
neurons were symmetrized and manually adjusted to the 
value of -2.5. This guarantees the optimal functionality 
described later. The resulting network is shown in Fig. 4.

The set-up parameters cause that the network can eliminate 
the noise of the sensory signals. The network can even 
determine the turning angle in accordance with the width 
of the hysteresis loop; i.e. the wider the loop, the larger the
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Fig- 6. (A) and (B) present the sensory signals U R l  and /Я 4 , gray line) 
and the output signals {OutputI and Output2, solid line), respectively. 
Due to the inhibitory synapses between two output neurons and the high 
activity of Outl  (A), Output2  (B) is still inactive although I R i  becomes 
activated at around 170 time steps. At around 320 time steps, the switching 
condition between Output  I and Outputs  occurs because IR l  becomes 
inactivated, meaning “no obstacles detected” while I R i  is still active, 
meaning “obstacles detected”.

Fig. 4. The signal processing network of six IR sensors with the 
appropriate weights for controlling the walking direction of the machine to 
avoid obstacles and to prevent the machine from getting stuck in comers 
or deadlock situations.

to “turning left” when there are obstacles on the right, 
or vice versa. The network output also decides in which 
direction the walking machine should turn in comers or 
deadlock situations depending on which sensor side has 
been previously active.

turning angle is. The capability of the network in filtering 
the sensory noise together with the hysteresis loop of the 
network are shown in Fig. 5.
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In special situations, like walking toward a wall, 
both side (.right and Ief t )  of IR sensors might get positive 
outputs at the same time, and, because of the velocity 
regulating networks, the walking machine is able to walk 
backward. During walking backward, the activation of 
the sensory signal of one side might be still active while 
the other might be inactive. Correspondingly, the walking 
machine will turn into the opposite direction of the active 
signal and it can finally leave from the wall.

Fig. 5. (A) The sensory signal (7Я5, gray line) before preprocessing
and ihe output signal (Outputs., solid line) after preprocessing. (B) The 
“hysteresis effects” between input and output signals of Outl.  In this 
situation, the input of Ouf2 varies between и  -0.245 and «  0.572 back 
and forth while the input of Outl  is set to a  -0.245 (“no obstacles are 
on the right side”). Here, when the output of Out2 is active (¾ I); i.e. 
“obstacles are on the left side”, then the walking machine will be driven 
to turn right until the output becomes inactivated (¾ -I). On the other 
hano, if such condition occurs for O-utl, the input of O u tl  will derive 
the same hysteresis effect as the input of Out2 does.

In addition, there is a third hysteresis phenomenon 
involved which is associated to the even loop [8] between 
the two output neurons. In general conditions, only one 
neuron at a time is able to get a positive output, while 
the other one has a negative output, and vice versa. The 
phenomenon is presented in Fig. 6.

By applying the described phenomena, the walking 
machine is able to avoid the obstacles and escape from 
comers as well as deadlock situations. Finally, OutputI 
and Outputs of the preprocessing network together with 
the velocity regulating networks, described below, decide 
and switch the behavior of the walking machine; for 
iastance, switching the behavior from “walking forward”

B. Neural oscillator network for the locomotion

The concept of neural oscillators for walking machines 
has been studied in various works, e.g. [12]. There, a 
neural oscillator network with four neurons is constructed 
by connecting four neural oscillator’s, each of which 
drives each hip joint of the legs of a four-legged robot 
TEKKEN.

Here a so-called “2-neuron network” [9] is employed. 
It is used as a central pattern generator (CPG) which 
corresponds to the basic principle of locomotion control 
of walking animals [19]. The network consists of two 
neurons (see Fig. I  A). It has already been implemented 
successfully on other walking machines [16], [27]. The 
same weight matrixes presented there are used here. 
Consequently, it generates the oscillating output signals 
corresponding to a quasi-periodic attractor (see Fig. 7B). 
They are used to drive the motors directly for generating 
the appropriate locomotion of the AMOS-WD06.

This network is implemented on a PDA with an update 
frequency of 25.6 Hz. It generates a sinusoidal output with 
a frequency of approximately 0.8 Hz. By using symmetric
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Fig. 7. (A) The structure of the 2-neuron network with the synaptic
weights for the purpose. B I and B 2 are bias terms with B I  = B2 = 
0 01. (B) The output signals of neurons I (dashed line) and 2 (solid line) 
from the neural oscillator network. The output of neuron I is used to 
drive all thoracic joints and the activated backbone joint while the output 
of neuron 2 is used to drive all basal and all distal joints.

output weights, a typical tripod gait for the six-legged 
walking machine is obtained. This typical gait enables an 
efficient motion, where the diagonal legs are paired and 
move together.

C. The velocity regulating network

To change the motions, e.g. from walking forward to 
backward and to turning left and right, the simplest way is 
to perform a 180 degree phase shift of the sinusoidal signals 
which drive the thoracic joints. To do so, the velocity reg
ulating network (VflN) is introduced. The network used is 
taken from [15]. It performs an approximate multiplication
like function of two input values x, у є  [-1 , +1]. For this 
purpose the input x  is the oscillating signal coming from 
the neural oscillator network to generate the locomotion 
and the input у is the sensory signal coming from the 
neural preprocessing network to drive the reactive behavior. 
The output signal of the network will be used to drive 
the thoracic joints. Fig. 8A presents the network consisting 
of four hidden neurons and one output neuron. Fig. 8B 
shows that the output signal which gets a phase shift of 
180 degrees, when the sensory signal (input y) changes 
from -I to +1.

D. The modular neurocontroller

The combination of all three networks (modules) leads to 
an effective neural network for reactive behavior control in 
changing environments. On the one hand, one oscillating 
output signal from the neural oscillator network is directly 
connected to all basal and distal joints. On the other 
hand, the other output is connected to the thoracic joints 
only indirectly, passing through all hidden neurons of the 
VRNs through the so called x-inputs. The outputs of the 
signal processing network are also connected to all hidden 
neurons of the VRNs as у-inputs. Thus, the rhythmic leg 
movement is generated by the neural oscillator network and 
the steering capability of the walking machine is realized 
by the VRNs in accordance with the outputs of the signal
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Fig. 8. (A) The VRN with four hidden neurons and the given bias terms 
B  which are ail equal to -2.48285. The Input x is the oscillating signal 
coming from the neural oscillator and the Input у  is the output signal 
of the neural preprocessing. (B) The output signal (solid line) when the 
input у is equal to +1 and the output signal (dashed line) when the input 
у is equal to - I.

processing network. The structure of this controller and the 
location of the corresponding motor neurons on the walking 
machine AMOS-WD06 are shown in Fig. 9.

IV. E x p e r i m e n t s  a n d  r e s u l t s

The performance of the modular neural network shown 
in Fig. 9 is firstly tested on the physical simulation 
with a complex environment (see Fig. 3), and then it is 
downloaded into the mobile processor of the AMOS- 
WD06 for a test on the physical autonomous robot.

The simulated walking machine and the physical walking 
machine behave qualitatively. The sensory information of 
IR sensors is used to modify the machine behavior as 
expected from a perception-action system. If the obstacles 
are presented on either the right or the left side, the 
controller will change the rhythmic movement at the 
thoracic joints of the legs, causing the walking machine to 
turn on the spot and immediately avoiding the obstacles. In 
some situations, like approaching a comer or a deadlock 
situation, the preprocessing network determines the 
turning direction. The modification of the motor neurons 
with respect to the sensory inputs is exemplified in Fig. 10.

MO, M l and М2 of the thoracic joints (compare Fig. 10, 
left) are turned into the opposite direction because one 
of the left sensors (here, IRA) detects the obstacle. 
On the other hand, М3, M4 and M5 of the thoracic 
joints are turned into the opposite direction when, at 
least, one of the right sensors (here, IR l)  is active 
(compare Fig. 10, right). In special situations, e.g. walking 
toward a wall or detecting obstacles on both sides, 
IR sensors of both side may be active simultaneously. 
Thus, MO, M l, М2, М3, MA and M o of the thoracic
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Fig. 9. (A) The modular neurocontroller. It generates a tripod gait which 
is modified when obstacles are detected. The bias terms (R) of the VRNs 
are again all equal to -2.48285. Six IR sensors are directly connected 
to the input neurons of the signal processing network. If the obstacle is 
detected, the outputs of the signal processing make the walking machine 
turn because the VRNs change the quasi-periodic signals at the thoracic 
join's. (B) The layout of all motor and input neurons.

joints are reversed which causes the walking machine 
to walk backward and eventually it is able to leave the wall.

Fig. 11 presents the example reactive behavior of 
the walking machine driven by the sensory inputs together 
with the modular neurocontroller. A scries of photos on the 
left column in Fig. 11 shows that the walking machine can 
escape from a deadlock situation and it can also protect 
its legs from colliding with the legs of a chair (see middle 
column in Fig. 11). Moreover, it was even able to turn away 
from the unknown obstacles which were firstly sensed 
by the sensors at the forehead and then were detected 
by the sensors on the left legs (see right column in Fig. 11).

As demonstrated, the modular neurocontroller is adequate 
to successfully complete the obstacle avoidance task. Due 
to the capability of the controller, the walking machine can 
perform an exploration task (wandering behavior) without 
getting stuck in the comer or the deadlock-like situation.
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Fig. 10. Left: The left sensor (JHi) detected the obstacle while the other 
sensors (IR1, I R2, IR3, IR 5  and IR6)  did not detect the obstacle; this 
caused motor neurons (MO, M l  and М 2) on its right to change into the 
opposite direction. As a result, the walking machine will turn right. Right: 
If the obstacle is detected at the right of the walking machine (here, it 
was detected by only IR1), then the motor neurons (М 3, M 4 and M 5) 
on its left are reversed. Consequently, the walking machine will turn left.

V. C o n c l u s i o n s

The six-legged walking machine AMOS-WD06 is pre
sented as a reasonably complex robot platform to test 
a neurocontroller generating the robust sensor-driven ex
ploration and obstacle avoidance behaviors. The modular 
neurocontroller was designed as a neural network consist
ing of a signal processing network for preprocessing IR 
signals, a neural oscillator network for generating basic 
locomotion, and the velocity regulating network (VRN) 
for changing the locomotion appropriately. The controller 
is used to generate the walking gait and to perform the
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Abstract: In this paper, we have proposed a new neural 
network based hybrid intuitive approach for biped robot's 
adaptive walking. Our approach takes advantage on the 
one hand from a Fuzzy-CMAC based stage and on the 
other hand from high level intuitive control strategy 
involving only the regulation o f  the robot’s average 
velocity. The main interest o f  this approach is to proffer 
to the walking robot autonomy and robustness, involving 
only one parameter: the average velocity. Experimental 
results validating the proposed intelligent hybrid control 
strategy have been presented and discussed.

Keywords: Artificial Neural Networks, Fuzzy-CMAC, 
Autonomous Walking, Biped Robots.

I. INTRODUCTION
One of the most challenging topics, over the recent 
decades, in the field of robotics concerned the design and 
the control o f biped robots. Several potentialities make 
this foremost research area particularly appealing in the 
frame of middle and long term projection. On the 
fundamental side, advances in this research area can lead 
to a better comprehension of the human locomotion 
mechanisms. From, the applicative point of view, it could 
concern a wide spectrum of applications among which: 
the design of more efficient prosthesis and the 
construction of more sophisticated humanoid robots for 
interventions in hostile environments.

However, if  autonomy and decision ability of such biped 
humanoid robots is a vast dare, their basic locomotion 
remains still today a big challenge. If it is true that a 
number of already constructed prototypes (Asimo [I ] and 
HRP-2P [2], have proved the feasibility of such robots, it 
is also factual that the performances of these walking 
machines are still far from equalizing the human’s 
dynamic locomotion process. That is why the design of 
new control schemes allowing adaptability to complex 
environment for real dynamic walking is thus today 
fundamental. In fact, such robots must be able to adapt

themselves automatically to indoor and outdoor human 
environments. Consequently, it is necessary to develop 
appropriated control strategies in order to allow them, on 
the one hand to adapt their gait to the complex 
environment and on the other hand, to counteract external 
perturbations.

In the field of bipeds’ locomotion, the control strategies 
could be classified in two main categories. The first one is 
based on a kinematics and dynamic modeling of the 
whole robot’s mechanical structure, implying to identify 
perfectly the intrinsic parameters of its mechanical 
structure. However, additionally to high precision 
measurements (of the limbs’ angles, velocities and 
accelerations) requirements and to a precise evaluation of 
interaction forces (between feet and ground), the 
modeling of whole biped robot taking into account real 
environment remains a very complex task. That is why 
the computing of the on-line trajectories are generally 
performed using simplified models ([3], [4], [5], [6]), 
making this first strategy not always well adapted when 
biped robots move in real environment including internal 
and external perturbations, and changes of the 
foot/ground interactions. The second solution consists to 
use the soft-computing techniques (fuzzy logic, neural 
networks, genetic algorithm, etc...) and heuristically 
established rules resulting from the expertise of the 
walking human. Two main advantages distinguish this 
second class of approaches. Firstly, it is not necessary to 
know perfectly the characteristics of the mechanical 
structure. Secondly, this category of techniques takes 
advantage from learning capabilities. This last point 
constitutes a key point for autonomy of the biped robot.

We are investigating fully autonomous biped robot’s 
walking based on a soft-computing approach. In this 
paper, we present a CMAC (Cerebellar Model Control 
Articulation) neural network based adaptive control 
strategy able to generate changing walking gait. This 
neural network has already used to generate the joint 
trajectories of the swing leg with fixed (constant) gait [7].
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In this paper, we show how it is possible to change the 
walking gait by using a fuzzy based fusion of different 
trajectories learned by a set of CMAC neural networks. 
The validation of proposed approach has been done on an 
under-actuated robot: RABBIT [8], [9]. This robot 
constitutes the central point of a project, within the 
framework of CNRS (Centre Nationale de la Recherche 
Scientifique) ROBEA (ROBotique et Entite Artificielle) 
program [10], concerning the control of walking and 
running biped robots, involving several French 
laboratories.

This paper is organized as follows. Before describing our 
Fuzzy-CMAC hybrid strategy in section IV, section II 
presents the RABBIT robot and the numerical model 
simulating the dynamic behavior of this under-actuated 
robot. Then section 3 reminds structure and principles of 
the CMAC-Iike neural network. Section V gives the main 
obtained validation results. Finally, conclusions and 
further perspectives of the presented work are given by 
the last section.

П. RABBIT ROBOT AND ITS BEHAVIOR 
SIMULATION TOOL

This robot is composed of two legs and a trunk and has no 
foot as shown on figure I . The characteristics (masses and 
lengths of the limbs) of this biped robot are summarized 
in table I.

Fig.l -  RABBIT prototype’s photograph. 

Table I. Masses and lengths of the robot’s limbs

Limb Weight (kg) Length (m)
Trunk 12 0.2
Thigh 6.8 0.4
Shin 3.2 0.4

The motions of this robot are included in the sagittal plane 
by using a radial bar link fixed at a central column that 
allows one to gait the direction of progression of the robot 
aro md a circle. Since the contact between the robot and

the ground is just one point (passive Degree OfFreedom), 
the robot is under-actuated during the single support 
phase: there are only two actuators (at the knee and at the 
hip of the contacting leg) to control three parameters 
(vertical and horizontal position of the platform and pitch 
angle). If it is true, from design point of view, that 
RABBIT is simpler compared to a robot with feet, from 
the control theory point o f view, the control o f this robot 
is a more challenging task, particularly because, in phase 
of single support, the robot is under-actuated. It is 
interesting to note that this robot is minimal system able 
to generate a dynamic biped walking and running gaits.

Fig.2 -  M odeling RABBIT’S behavior with ADAMS.

A numerical model of the previously described robot has 
been implemented within the ADAMS software. This 
software is able to simulate RABBIT’S dynamic behavior 
and namely to calculate the absolute motions of the 
platform and the relative motions of the limbs when 
torques are applied on the joints by the virtual actuators 
(figure 2). The model used to simulate the interaction 
between feet and ground is exposed in [11]. The normal 
contact force is given by equation (I), where у  and у  are 
foot’s position and velocity (with regard to the ground), 
respectively, k "  and Я "  represent the generalized 
stiffness and damping o f the normal forces, respectively. 
They are chosen in order to avoid the rebound and to limit 
the penetration of the foot in the ground. The tangential 
contact forces are computed using equation (2) in the case 
of a contact without sliding or with the equation (3) if 
sliding occurs, x  and x  are respectively the position and 
the velocity of the foot with regard to the position of the 
contact point x c at the instant of impact with ground.

k ‘c and Я ‘с are respectively the generalized stiffness 
and damping of the tangential forces. Ag is the 
coefficient of dynamic friction depending on the nature of 
surfaces in contact and H g a viscous damping
coefficient during sliding. Tbe interest of this model is 
that it is possible to simulate walking with or without 
phases of sliding allowing us to evaluate the robustness of 
the control.

J  O I f  у  >  O
^  + H  I f  у  <  O
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Within the framework of a real robot’s control, the 
morphological description of this one is insufficient. It is 
thus necessary to take into account the technological 
limits of the actuators in order to implement the control 
laws used in simulation on the experimental prototype. 
From the characteristics of servo-motor RS420J used for 
RABBIT, we thus choose to apply the following 
limitations:
• when velocity is included in [0 , 2000] rpm, the 

torque applied to each actuator is limited to 1.5 Nm 
what corresponds to a torque of 75 Nm at the output 
of the reducer (ration gear equal to 50),

• when velocity is included in [2000, 4000] rpm the 
power of each actuator is limited to 315 W,

• when the velocity is bigger than 4000 rpm, the 
torque is imposed to be equal to zero.

ІП. CMAC NEURAL NETWORK
The CMAC is a neural network imagined by Albus from 
the studies on the human cerebellum [12] [13]. Despite its 
biological relevance, its main interest is the reduction of 
the training and computing times in comparison to other 
neural networks [14]. This is of course a considerable 
advantage for real time control.

FigJ -  Bloc- diagram showing example of a three layers 
CMAC ANN.

CMAC is an associative memory type neural network. Its 
structure includes a set o f Nd detectors regularly 
distributed on several Ci layers. The receptive fields of 
these detectors cover the totality of the input signal but 
each field corresponds to a limited range of the inputs. On 
each layer, the receptive fields are shifted of a 
quantification step q. Consequently, the widths of the 
receptive fields are not always equal. When the value of 
the input signal is included in the receptive fields of a 
detector, this one is activated. For each value of the input 
signal, the number of activated detectors is equal to the 
number of layers Ci (parameter o f generalization). Figure 
3 shows a simplified organization of the receptive fields 
having 14 detectors distributed on 3 layers. Taking into 
account the receptive fields’ overlapping, neighbouring

inputs will activate common detectors. Consequently, this 
neural network is able to carry out a generalization of the 
output calculation for inputs close to those presented 
during learning (local generalization).

The output Y of the CMAC ANN (Artificial Neural 
Network) is computed using two mappings. The first 
mapping projects an input space point u into a binary 
associative vector A=[ai,...,afJ. Each element of A is 
associated with one detector. When one detector is 
activated, the corresponding element in A of this detector 
is I otherwise it is equal to 0. The second mapping 
computes the output Y of the network as a scalar product 
o f the association vector A and the weight vector 
W=[w,,...wh]  according to the relation (4), where (u)T 
represents the transpose of the input vector.

Y = A (u )T W  (4)

The weights of CMAC ANN are updated by using 
equation (5). w(i) and w(i-l) are, respectively, the weights 
before and after the training at each sample time і 
(discrete time). Q  is the generalization number of each 
CMAC and P  is a parameter included in [0,1]. e  is the 
error between the desired output Yd of the CMAC and the 
computed output Y of the corresponding CMAC.

w(i) = w ( i - 1 )  + (5)
Cl

The intrinsic structure of CMAC neural model is 
relatively well adapted for the control of complex systems 
and has already been subject of some researches in the 
field of the control of biped robots [15], [16]. However, 
the memory size depends firstly of the input signal’s 
quantification step and secondly of the input space’s size. 
For real applications, the CMAC memory size is very 
large because the quantification step must be small in 
order to increase precision and generally the size of the 
input space is greater than two. In order to solve this 
problem, hashing function is used. But in this case, 
because the weight memory is smaller than virtual 
addressing memory, some collisions can occur. Another 
problem occurring in the case of multi-input CMAC is the 
necessity to use a learning database covering the totality 
of the input space. This is due to the local generalization 
abilities of the CMAC and implies to do a lot of 
simulation.

IV. PROPOSED APPROACH
In this paper, we propose a new approach allowing a 
mixture of local and global generalization: the Fuzzy- 
CMAC. Our Fuzzy-CMAC approach is based on a fusion 
of the all outputs of each single-input CMAC. This fusion 
is carried out by using Takagi-Sugeno FIS (Fuzzy 
Inference System). This allows to decrease the memory 
size and to increase the generalization abilities in 
comparison to a multi-input CMAC.

Figure 4 gives the bloc diagram of the proposed hybrid 
architecture. Two main parts compose this architecture.

80



The first one computes the trajectory of the swing leg 
using several CMAC neural networks’ outputs and a 
Fuzzy Inference System. The second one allows 
regulating the average velocity from a modification of the 
desired pitch angle at each new step. In this section, we 
present essentially the Fuzzy-CMAC. For more 
information about the control strategy, please see [7].

Fig.4 -  Bloc- diagram of the Fuzzy-CMAC based hybrid 
control strategy.

The Fuzzy-CMAC approach requires two stages:
• during the first stage, we carry out the training of 

each CMAC. The data learned by the CMAC 
correspond at the trajectories of the swing leg.

• during the second stage, we use a fusion of the 
trajectories learned by CMAC ANN.

A. LEARNING CMAC ANN
During the learning phase, we use a set of pragmatic rules 
allowing generation of a stable dynamic walking with 
velocity variations corresponding to different step lengths 
[17]. This intuitive control strategy is based on three 
points:

• the observation of the relations between joint 
movements and the evolution of the parameters 
describing the motions o f the robot platform,

• an interpretation of the muscular behaviour,
» the analysis of the intrinsic dynamics of a biped.

Tht goal is to generate the legs’ movements by using a 
succession of passive and active phase based on 
parametric rules determined from the three 
aforementioned points. Also, it becomes possible to 
modify step length, average velocity by an adjustment of 
different parameters allowing a set of reference 
trajectories (data) which are learned, as it has been 
previously indicated, by a set of CMAC neural networks. 
However, during this first stage, we consider that the 
virtual robot move in an ideal environment (without 
disturbance). We also assume that frictions are negligible. 
Figure 5 shows the bloc diagram of the training strategy. 
The trajectories of the swing leg (in terms of joint 
positions and velocities) are learned by four "single- 
input/single-output" CMACk with k=l,..,4 neural 
networks (four trajectories to leam). The learned 
trajectories are joint angles qn and qi2, and the two

corresponding angular velocities qn and qn . qn and

qi2 are respectively the measured angles at the hip and

the knee of the leg i. In the same way, qn and qi2 are
respectively the measured angular velocities at the hip and 
the knee of the leg і (see figure5).

Fig. 5 -  !.earning strategy principle’s bloc diagram.

When leg I is in support (e.g. qu  = 0 ), the input of each

CMAC ANN is the angle q{! (e.g. и = qx,)  and when

leg 2 is in support ( <y22 = 0), the CMAC networks’ input

is the angle ¢21 (e.g. u = ¢2 ,). Consequently, the
trajectories learned by the neural networks are not 
function of time but depends on robot’s geometrical 
patterns. Furthermore, we consider that the trajectories of 
each leg in swing phase are identical. This allows 
reducing on the one hand the required number of CMAC 
neural networks (reducing by two) and on the other hand 
the training time. Each CMACk have 6 Ct layers. The 
width of the receptive fields, Lf , is equal to 1.5° and the 
quantification step ¢ is equal to 0.25°. The input signal is 
included in \qamax - q mm].

During the training stage, five trajectories corresponding 
to five different average velocity values ( Vm measured in 
m/s) included in [0.4 , 0.8] interval are learned by five 
CMAC based modules. Each module (IabelledCAfzfCf , 
with I є  {1,2,3,4,5}) includes four CMACk neural 
networks (corresponding to the four above-mentioned 
robot’s trajectories). Table 2 gives the main parameters, 
used in the intuitive control, during the learning phase 
according to the desired average velocity Vm ■

Table 2. Parameters used during the learning phase

Vu  (m/s) q d (°) q L  O q d (°)
CMAC' 0.4 20 -7 3.5
CMACf 0.5 25 - 10 3.0

CMACf 0.6 30 -15 2.5
CMACf 0.7 35 -20 8.0
CM AC? 0.8 40 -25 8.0

q dr and ¢0 are respectively the desired relative angle 
between the two thighs and the desired pitch of the trunk.
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corresponds to the desired angle of the knee at the 
end of the knee extension of the swing leg just before the 
double contact phase. Vu  is computed by using relation 
(6) where Lstep is the distance between the two feet at the 
moment of double impact and tslep is the duration of the 
step (from takeoff to landing of the same leg).

V.  =  (6)
1 s tep

The number of the receptive field Nd for each reference 
walking is given by equation (7). Nd depends of the 
limited range [ q™** , q t ™ ] of the input signal, the
width of the receptive fields Lj and the number of layer 
C/. Table 3 gives the number of the receptive fields 
necessary of each CMAC1 in function of q ^  and q ^  ■

N d =
л  max
Я і \

min
-  4n

C ,  +  C r  -  I (7)

Tabic 3. Number of the receptive fields for each 
CMAC1

Vm (m/s) ЯіГ П Ч ,Г  (°) Nd
CM AC' 0.4 -8 11.5 83x4

CMACl 0.5 -10.5 15 107x4
CMACi 0.6 -12 18 125x4

CMAC4 0.7 -15 21 149x4

CMAC5 0.8 -16.5 24 167x4

B. FUZZY-CMAC
The final desired trajectory Y and the corresponding 
angular positions and velocities are computed by the 
Fuzzy based level, inherent to the Fuzzy-CMAC 
architecture, on the basis of predefined membership 
functions. These angular positions ( qn and qi2)> and the
two corresponding angular velocities (q n and qi2 ) are
carried out by using fusing the five aforementioned 
learned trajectories. This fusion is realized by using a 
Fuzzy Inference System (FIS), composed of the five 
following rules, where Y 1 corresponds to the output of 
CMAC1 with I є  {1,2,3,4,5}:

• IF Vm IS VerySmall THEN Y = Y 1

• IF Vm IS Small THEN Y = Y 2

• IF Vm IS Medium THEN T = T 3
• IF Vm IS Big THEN Y = Y 4

• IF Vm IS VeryBig THEN Y = Y s

Figure 6 gives the membership functions corresponding to 
the upper-indicated FIS rules. The average velocity is

modelled by five fuzzy sets (“VerySmall”, “Small”, 
“Medium”, “Big”, “VeryBig”). The desired trajectory Y 
is computed by using equation (8), where ju1 represents 
the fuzzy membership parameter.

Fig. 6 -  Membership functions used by Fuzzy Inference 
stage of Fuzzy-CMAC.

(8)

V. VALIDATION RESULTS
Figure 7 gives the stick diagram of the biped robot’s 
walking sequence when the desired average velocity 
increases. It must be noticed that the control strategy 
allows adapting automatically the pitch angle and the step 
length as the human being.

Fig. 7 -  Stick diagram showing a walking sequence of the 
biped robot with increasing average velocity Increases.

Fig. 8 -  Evolution of the angle qn when Vm increase.

Figures 8 and 9 show the evolution of the angle qn and 
q] 2 when the average velocity increases. It is interesting 
to note that, as it has been mentioned before, the
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trajectory depends on the one hand on the stance leg’s 
geometrical position and on the other hand on the 
measured average velocity. The regulation at each step of 
the average velocity is obtained thanks to an adequate 
adjustment of the pitch angle (see figure 4). In fact, the 
biped robot is able to adapt his gait with only one 
parameter: the real average velocity. Furthermore, if  the 
robot is pushed forwards, the average velocity increases 
and consequently the step length increases in order to 
compensate this kind of perturbations.

Fig. 9 -  Evolution of the angle q,2 when Vm increase.

Consequently, the proposed approach allows us, with a 
limited number of learned walking, to control biped 
walking robot in autonomous manner. Furthermore, the 
Fuzzy-CMAC permits to reduce considerably the size 
memory of the ANN.

VI. CONCLUSIONS
In this paper, we have proposed a new neural network 
based hybrid intuitive approach for biped robot’s adaptive 
walking taking advantage on the one hand from a Fuzzy- 
CMAC issued computation of robot’s swing leg’s desired 
trajectory and on the other hand from high level intuitive 
control strategy involving only the regulation of the 
robot’s average velocity. The main interest o f this 
approach is to proffer to the walking robot autonomy and 
robustness. The obtained results show the adaptability of 
the walking step length. Furthermore, the Fuzzy-CMAC 
approach allows decreasing the memory size in 
comparison to the traditional multi-input CMAC ANN.

Future works will focus firstly on the extension of the 
Fuzzy-CMAC approach in order to increase the autonomy 
of the walking robot according to the nature of the 
environment (get up and down stairs for instance), 
avoidance and dynamic crossing obstacles and secondly 
on the experimental validation of our approach.
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Abstract: Over the recent past years, new public 
security tendency to fit up public areas with biometric 
devices has emerged new requirements in biometric 
recognition dealing with what we call here "mass 
biometry". Ifthe main goal in "individual biometry" is to 
authenticate and/or identify an undesired individual 
within a set o f favored folk, the main goal in "mass 
biometry" is to authenticate and/or identify an unusual 
(suspect) behavior within a flow  o f  mass customary 
behaviors. So, in "mass biometry ” the ability o f  handling 
patterns containing relatively poor information and the 
skill o f high speed processing in order to treat a mass 
number o f patterns in real-time are chief requirements. 
These antagonistic requirements make authentication and 
identification tasks very challenging fo r  the "mass 
biometry " related applications.
In this paper we present an Artificial Neural Network 
(ANN) based face recognition system in a "mass 
biometry" context using facial biometric features. The 
proposed system takes advantage from kernel functions 
based ANN model and its IBM ZISC-036 based massively 
parallel hardware implementation. Experimental results 
validating the issued prototype mass biometric system is 
been presented and discussed.

Keywords: Mass Biometry Applications, Artificial Neural 
Networks, Real-Time, ZISC-036 Neuro-Processor, 
Parallel Implementation.

I. INTRODUCTION
Over the past decades, biometry (e.g. biometric 
authentication/identification methods) has been the centre 
of a particular attraction. Especially, during the last 
decade a particular attention has been devoted on 
biometry based security issues and related applications, 
leading to a large variety of available products. However, 
the major efforts in investigation of the aforementioned 
area as well as the majority of issued products have 
concerned individual authentication or identification: 
what also could be called “individual biometry”. The 
main goal of “individual biometry” is to authenticate 
and/or identify an undesired individual within a set of 
favored folks. In this case, both authentication and 
identification assume a precise biometrical 
characterization of concerned individuals, even if 
requirements differ between authentication and 
identification tasks. In fact, in authentication (detection 
of undesired individual) the precision of biometrical

characterization concerns exclusively desired individuals, 
which should be precisely and reliably recognized as 
those belonging to the set of authorized individuals. An 
example is biometric access control, where the biometric 
system identifies the authorized persons only (on the basis 
of their biometrical features: fingerprint, iris, hand 
geometry, thermal infrared issues, etc...). In identification 
(recognition of incriminated individual) the precision of 
biometrical characterization concerns the incriminated 
(blamed or suspected) or hunted (pursued, tracked, etc...) 
individuals, which could be unknown. An example is 
criminal investigations based on DNA, fingerprint, or 
other biometric features. In fact, in this case, the 
individual’s biometric features are not always available in 
advance. Finally, in “individual biometry” for both cases 
(authentication or identification) if the processing delay 
remains an important requirement, it occupies a second 
rank comparing to the recognition precision.

On the other hand, over the recent past years, new 
tendency to fit up public areas with biometric devices has 
emerged new requirements in biometric recognition 
dealing with what we call here “mass biometry”. Contrary 
to “individual biometry”, the main goal in “mass 
biometry” is to authenticate and/or identify an unusual 
(suspect) behavior within a flow of mass customary 
behaviors. An example is authentication of an individual 
(or a set of individuals) with aggressive attitude within 
passengers of a subway carriage. Another example is 
matching the presence (or identification) of an individual 
(or a group of individuals) with a heavy “police record” 
within a flow of passengers in a rail station or in an 
airport. In fact, in both above-mentioned examples the 
processing (authentication or identification) delay remains 
the chief requirement. That’s why, between biometric 
features’ precision and processing speed the preference 
goes to the second one. Additionally, due to the 
technological lake (technological poorness) of mass 
oriented biometric devices, the biometric information 
involved in “mass biometry” remains relatively poor and 
represents a lower quality comparing to the case of the 
“individual biometry” : it doesn’t still exist, a mass 
oriented technology to handle the acquisition of a large 
number of iris’s images or fingerprints in real time; in the 
same way, the cost’s exponentially incensement with 
sensors’ precision (resolution) or with computing devices’ 
processing performances (execution speed, digital 
precision, etc...) exclude today a mass installation of high 
resolution sensors or complex computational devices. The 
most accessible devices are those which fit up the
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aforementioned public areas, as: digital cameras installed 
in streets, in rail stations or in airports -- or -  as electric or 
magnetic field effect devices fitting up airports’ terminals. 
On the side of biometric features, even if  the fingerprint 
([1], [2], [3]) remains the most popular biometric feature, 
over the past decade, an increasing number of works have 
concerned other biometric features (and issued biometric 
systems). Some of them investigated voice biometry, 
using speech processing issues ([4] and [5]). Elaborated 
during the recent years, other approaches propose hand 
geometry based biometry as a promising solution in the 
biometric access control area, which has captured almost 
a quarter of the physical access control market ([1] and 
[6]). Another works deal with more complex biometric 
features or processing approaches. For example, those 
extracting cognitive or mental characteristics ([7] and 
[8]), those working with facial asymmetry and 
ophthalmologic geometry [9] or those involved in human 
psychology [10]. Concerning more complex 
computational approaches, one can mention those dealing 
with fusion between different biometric traits using data 
fusi зо issues [11].

Taking into account the introductory reflections and the 
above-listed points concerning the state of biometric 
devices’ technology, one of the most promising issues for 
“mass biometry” and related applications remains the 
facial biometry based approach. Two reasons boost us to 
keep on this direction. The first one is related to the recent 
popularity of face recognition and facial biometry 
involving a large variety of concurrent or complementary 
scientific communities. In fact, both of those topics have 
been centres of attention in a wide spectrum of works 
involving as well the image processing related community 
as artificial intelligence and neural networks issued 
communities. The second reason takes its origin from 
following statement of fact: it is reliable and realistic 
enough to state today that the near future years will be 
those of fitting up the public areas with digital cameras 
(came scopes) than to imagine that they will be those of 
public areas’ entrapment with other (more complex or still 
very expensive) apparatuses (devices).

In this paper we investigate an Artificial Neural Network 
(ANN) based face recognition system in a “mass 
biometry” context using facial biometric features. Our 
motivation to investigate an ANN based solution has been 
stirred by three points. One hand, we have been 
stimulated by their successes in solving nontrivial 
problems as those dealing with optimization, modeling, 
decision making, classification, data mining or nonlinear 
functions (behavior) approximation. On the other hand, 
we have been enthused by their learning and 
generalization capabilities (extrapolation of learned tasks 
to unknown or unlearned situation), which remain among 
their most appealing properties. Finally, we have been 
encouraged by availability of massively parallel electronic 
implementation for some of these bio-inspired models: 
one of them is the IBM ZISC-036 neuro-processor, 
involving standard digital CMOS technology, offering 
reliable functional and programming environments.

Based on those motivations as well as on our experience

concerning ANNs and image processing areas, the 
proposed system takes advantage from kernel functions 
based ANN model and its IBM ZISC-036 based 
massively parallel hardware implementation.

The paper has been organized as follows: the next section 
will present a brief overview of kernel functions based 
neural networks focusing their structure and learning 
principle. The section III will concern IBM ZISC-036 
neuro-processor. The section IV will present the proposed 
solution and issued biometric system’s prototype. The 
section V will detail experimental protocol and validation 
results. Finally, the last section will conclude the paper.

II. BRIEF OVERVIEW OF KERNEL 
FUNCTIONS BASED ANN MODELS

This kind of neural models belong to the class of 
“evolutionary” learning strategy based ANN ([12], [13], 
[14], [15]). That means that the neural network’s structure 
is completed during the learning process. Generally, such 
kind of ANNs includes three layers: an input layer, a 
hidden layer and an output layer. Figure I represents the 
bloc-diagram of such neural net. The number of neurons 
in input layer corresponds to the processed patterns 
dimensionality e.g. to the problem’s feature space 
dimension. The output layer represents a set of categories 
associated to the input data. Connections between hidden 
and output layers are established dynamically during the 
learning phase. It is the hidden layer which is modified 
during the learning phase.

A neuron from hidden layer is characterized by its 
“centre” representing a point in an N dimensional space 
(if the input vector is an N-D vector) and some decision 
function, called also neuron’s “Region Of Influence” 
(ROI). ROI is a kernel function, defining some “action 
shape” for neurons in treated problem’s feature space. In 
this way, a new learning pattern is characterized by a 
point and an influence field (shape) in the problem’s N-D 
feature space. In other words, the solution is mapped 
thank to learning examples in problem’s N-D feature 
space.

Input Layer Hidden Layer Output Layer 
(Prototypes) Category

Fig.l - Radial Basis Functions based ANN’s bloc-diagram.

The goal o f the learning phase is to partition the input 
space associating prototypes with a categories and an 
influence field, a part of the input space around the

85



prototype where generalization is possible. When a 
prototype is memorized, ROI of neighbouring neurons are 
adjusted to avoid conflict between neurons and related 
categories. Figure 2 shows the learning mechanism’s 
principle for a 2-D feature space. The neural network’s 
response is obtained from relation (I) where Cj represents 
a “category”, V = [vt V2 K VnJ  is the input vector, 
P1 =\pJ p{ K Pjl f  represents the j-th “prototype” 
memorized (learned) thanks to creation of the neuron j in 
the hidden layer, and Ay the ROI associated to this 
neuron (neuron j).

C j -  f ( d i s t ( v , P 1)) I f  d i s t i v  , P i ) ^  Aj  ())
Cy =O I f  d i s t ( v , P J ) >  I j  ’

where, F(.) -  neuron’s activation (decision) function. 
Usually, this function is a kernel like function (radial 
bas s function). Figure 3 shows an example of such kernel 
like activation function. In the given example, the 
activation function is a Gaussian one.

Flg.2 - Example of learning process in 2-D feature space.

Fig.3 - Example of a Gaussian kernel activation function.

The choice of the distance calculation (choice of the used 
norm) is one of the main parameters in the case of the 
kernel functions based neural models (and derived 
approaches). The most usual function to evaluate the 
distance between two patterns is the Minkowski function 
expressed by relation (2), where Vi is the i-th component

of the input vector and Pi the i-th component of the j-th 
memorized pattern (learned pattern). Manhattan distance 
(n  =  l ,  called also LI norm) and Euclidean distance 
(n  — 2 )  are particular cases o f the Minkowski function 
and the most applied distance evaluation criterions. One 
can write relation (3).

III. IBM ZISC-036 NEURO-PROCESSOR
The IBM ZISC-036 ([16], [17], [18]) is a parallel neural 
processor based on the RCE and KNN algorithms. Each 
chip is able of performing up to 250 000 recognitions per 
second. Thanks to the integration of an incremental 
learning algorithm. This circuit is very easy to program in 
order to develop applications; a very few number of 
functions (about ten functions) are necessary to control it. 
Each ZISC-036 like neuron implements two kinds of 
distance metrics called LI and LSUP respectively. 
Relations (4) and (5) define the above-mentioned distance 
metrics. The first one (LI) corresponds to a polyhedral 
volume influence field and the second (LSUP) to a hyper- 
cubical influence field.

L V d iS t  = - P \  (4)
i=0

LSUP: d is t  =  max) Vt - P \  (5)
|'=0...л

I/O  bus

In te r-n eu ro n  co m m u n ica tio n  bus 

Fig. 4 -  Neuron’s bloc diagram In IBM ZISC-036 chip.

Fig. 5 - Example of Input feature space mapping In a 2-D 
space using ROI (a) and k-NN (b) modes, using LI norm.
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Figure 4 shows the ZISC-036 chip’s neuron’s bloc 
diagram. Figure 5 gives an example of input feature space 
mapping in a 2-D space using ROI and KNN modes, 
respectively. In this example, the used distance is the LI 
one, given by relation (4). A ZISC-036 chip is composed 
of 36 neurons. This chip is fully cascadable which allows 
the use of as many neurons as the user needs (a PCI board 
is available with 684 neurons). A neuron is an element, 
which is able to:

• memorize a prototype (64 components coded on 8 
bits), the associated category (14 bits), an influence 
field (14 bits) and a context (7 bits),

• compute the distance, based on the selected norm 
(norm LI or LSUP) between its memorized 
prototype and the input vector (the distance is coded 
on fourteen bits),

• compare the computed distance with the influence 
fields,

• communicate with other neurons (in order to find the 
minimum distance, category, etc.),

• adjust its influence field (during learning phase).

daisy chain in [1]

A 16 bit data bus handles input vectors as well as other 
data transfers (such as category and distance), and chip 
controls. Within the chip, controlled access to various 
data in the network is performed through a 6-bit address 
bus. Controlling the ZISC036 is, by definition, accessing 
its registers, and requires an address definition via the 
address bus, and data transfer via the data bus. The inter- 
ZISC communication bus which is used to connect 
several devices within the same network, and the decision 
bus which carries classification information allow the use 
of the ZISC in a ‘stand alone’ mode. All neurons 
communicate via the ‘inter-neuron communication bus. 
This bus is internally driven to allow the connection of 
several ZISC modules without impact on performance. 
An efficient protocol allows a true parallel operation of all 
neurons of the network even during the learning process. 
Because ZISC is a coprocessor device, it must be 
controlled by a master (state machine or controller). This 
can be done by a standard I/O bus. The I/O bus of

ZISC036 has been designed to allow a wide variety of 
attachments from simple state machine interface to 
standard micro-controllers or buses. Figure 6 shows the 
bloc-diagram of a IBM ZISC-036 chip.

Two kinds of registers hold information in ZISC-036 
architecture: global registers and neuron registers. Global 
registers hold information for the device or for the full 
network (when several devices are cascaded). There are 
four global registers implemented in ZISC-036: a 16-bits 
Control & Status Register (CSR), a 8-bits Global Context 
Register (GCR), a 14-bits Min. Influence Field register 
(MIF) and a 14-bits Max. Influence Field register (MAF). 
Neuron registers hold local data for each neuron. Each 
neuron includes five neuron registers: Neuron Weight 
Register (NWR), which is a 64-by-8 bits register, a 8-bits 
Neuron Context Register (NCR), Category register 
(CAT), Distance register (DIST) and Neuron Actual 
Influence Field register (NAIF). The last three registers 
are both 14-bits registers. Association of a context to 
neurons is an interesting concept, which allows the 
network to be divided in several subsets of neurons. 
Global Context Register (GCR) and Neuron Context 
Register (NCR) hold information relative to such 
subdivision at network and neuron levels respectively. Up 
to 127 contexts can be defined. When a neuron is 
committed, only the neurons having the same context as 
the GCR are activated. When GCR is set to zero, all 
neurons are activated whatever their specific context. The 
NCR register’s value could be used to select sub
networks of neurons, which contribute to solve the same 
problem. The 7-th bit of both GCR and NCR registers 
corresponds to the norm (distance metrics) witch should 
be used ([16], [17]).

IV. FACIAL RECOGNITION BASED 
MASS BIOMETRIC SYSTEM USING 

KERNEL FUNCTIONS ANN
The facial recognition based mass biometric system we 
propose includes three main stages. The first one is a 
video (image flow) acquisition device, which could be a 
standard digital video camera. The second stage is 
essentially an image processing stage, which on the one 
hand, performs a set of image pre-processing operations, 
and on the other hand, extracts a number of facial 
biometric features. The last one is a kernel functions 
based ANN stage carrying out classification and decision 
operations.

Before detailing each of aforementioned stages, it is 
pertinent to notice that one of the chief goals of the 
present work was realization of an effectively operational 
prototype. So, the real-time operability constraint was a 
central point. That is why our choice concerning some of 
the aforementioned stages has been guided by 
implementation viability related items. In other words, the 
preference has been given to conventional but viable 
solution instead the innovative but unrealizable ones.

A. IMAGE FLOW ACQUISITION
As it has been mentioned before, image flow acquisition 
could be done by standard or specialized (dedicated)
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video devices. In fact, the most of market available 
standard video devices offer “face tracking” function 
which is proposed as associated software option or is 
implemented as hardware associated function. On the side 
of the dedicated (specialized) camera, several products 
offer sophisticated functions allowing face tracking and a 
number of face related features extraction or 
measurements. An example of such face dedicated 
cameras is commercialized by “Seeing Machines” [19] 
corporation. The proposed camera integrates head and eye 
tracking facilities. Today, such sophisticated digital 
cameras are still costly, needing a consequent investment. 
However, the cost of such devices should decrease in near 
future conformably to electronic devices market’s 
tendency. We have preferred to consider a standard digital 
video camera including a face tracking standard function.

B. IMAGE PRE-PROSESSING AND 
FEATURES EXTRACTION STAGE
In principle, this stage could be a software based stage a 
hardware module. However, either software or hardware, 
the processing (feature extraction) performed by this stage 
should satisfy real-time requirements in order to permit to 
take advantage from ZISC-036 neuro-processor’s high 
operating speed. In other words, if  the learning phase (e.g. 
the learning time) doesn’t require real time capabilities, 
the operation phase (face detection and identification) of a 
biometric system should swear real-time operation 
condition. In our case, the second stage has been realized 
as a software module on PC. As the face tracking function 
is performed by the first stage, this second stage has 
essentially been dedicated to face characteristic areas 
(eyes, nose and mouth) detection and to the associated 
biometric features extraction.

Fig. 7 -  Example of first stage operation where a grey-level 
Image (left) Is transformed a binary Image (right).

Fig. 8 -  Example of “eyes area” detection (second stage 
operation) showing histogram computing (left) and 

associated area (right).

We propose to perform the above-mentioned features 
extraction in two steps. During the first step the face 
image is converted to a binary image and filtered using a 
conventional Sobel ([20] and [22]) transformation. Figure 
7 shows the principle of this first step. During the second 
step, the white pixels spatial histogram in each dimension, 
representing number of white pixels for all columns 
(dimension X) and for all rows (dimension Y), is realized 
([21] and [23]). These histograms are then used as some 
kind of signatures to detect eyes area, nose area and 
mouth area. Figure 8 gives an example of eyes area 
detection using such approach. Detection of each area 
(eyes, nose or mouth) using the above-described approach 
takes less than 60 ms remaining compatible with real-time 
requirements.

S by 8 Iimge obUiacd from 
a 35 by 35 art*  using
weigh led contribution

Fig. 9 - Two examples of 8 by 8 images construction using 
median operation (a) and using a weighted contribution 
based approach Involving a 35 by 35 neighbourhood (b).

The obtained images representing eyes, noise or mouth 
areas, are then used to generate biometric features which 
compose inputs of the next stage (kernel function neural 
network based stage). The generated biometric features 
are a set of “8 by 8” (64 pixels) images obtained from 
images corresponding to eyes area, nose area or mouth 
area. The size (8 by 8) of the images is conditioned by the 
size of ZISC-036 neuro-processor’s input vector: a 64 
components vector. Two strategies could be adopted to 
construct the “8 by 8” features (8 by 8 representations). 
The first one is the simplest strategy consisting on 
successive consideration of pixels and their neighbours in 
a 8 by 8 neighbourhood. The main drawback of this 
simple strategy is the large number of generated features. 
In fact considering a 40 by 100 (400 pixels) areas (eyes, 
nose or mouth areas), it leads to 3000 features per area. 
Based on natural vision principle, the second strategy is a 
more sophisticated way to construct those features. The 8 
by 8 biometric feature image is constructed using higher 
level information (obtained from the pixels). Figure 9 
shows two examples of 8 by 8 images construction using 
median operation (pixels value average) for the first one, 
and using a weighted pixels contribution based approach 
(second one). The basic advantage to use features 
obtained from higher level information is the consequent 
reduction of number of generated features. The main 
difficulty remains to find the compromise between 
representation’s sophistication and the processing 
complexity.



In our case, we chose an intermediate approach consisting 
on generation of a set of three median operation based 
different features (8 by 8 images). The main advantages 
of such choice are related on the one hand, to the weak 
number of generated features (one feature for each area) 
and the reasonable processing time due to the median 
(average) operation simplicity (less than 100 ms for whole 
face’s image).

C. ZISC-036 NEURO-PROCESSOR BASED 
CLASSIFICATION/DECISION STAGE
The third and last stage of the proposed “mass biometry” 
oriented face recognition system is a kernel functions 
ANN based stage including three neural nets conceived 
according to a parallel architecture. Figure 10 gives the 
bloc diagram of the whole proposed face recognition 
system, detailing this third stage.

Flg.10 - Whole face recognition system’s bloc diagram 
showing “Classiflcation/Decision” stage’s detailed 

architecture.

Each ANN is specialized in processing of a specific kind 
of biometric feature extracted from the input image. Then 
a decision logic based procedure performs (on the basis of 
classification results relative to each biometric feature) 
the identification of the concerned individual. As it has 
been emphasized in section 3, Global Context Register 
(GCR) of ZISC-036 allows a versatile implementation of 
several neural nets by dividing ZISC-036 neurons in 
distinguished subsets of neurons, committing only 
neurons relative to a same context (up to 127 contexts can 
be defined). Moreover, using Neuron Context Register’s 
(NCR) value a several sub-networks could contribute to 
solve a same problem. This appealing ability of ZISC-036 
neuro-processor’s architecture has been used to realized 
(implement) the three above-mentioned dedicated neural 
networks.

V. PROTOTYPE IMPLEMENTTATION 
AND VALIDATION RESULTS

A first prototype of the proposed “mass biometry” 
oriented face recognition system has bee, realized using a 
ZISC-036 based board including 16 chips making 
available approximately 700 parallel hardware 
(electronic) neurons. The second stage has been

implemented as software module on PC. Image 
acquisition in this first prototype has been implemented as 
a standard Web camera simulating limited resolution and 
noisy nature of input information conformably to the 
mass biometry context (contrary to the individual 
biometry context, information in mass biometry context is 
supposed to be poorer).
Two different identification strategies (cases), have been 
considered:

• In the first one, called “global biometric features” 
based identification, the three “64 components” 
biometric features are “8 by 8” images extracted 
from the input image (face) involving (corresponding 
to) whole face. The first and second “8 by 8” images, 
representing some face directional global feature, are 
obtained from median operation performed on input 
image’s rows and columns. While, the third one, 
representing some face morphology related global 
feature, has been obtained from median operation 
performed on 64 equal slices of the input image. In 
other words, first the input image has been divided in 
64 sub-images. Then, the median (average) of each 
region (sub-image) leaded to the corresponding pixel 
of the resulted 8 by 8 image. Finally, the decision 
logic (threshold based logic) has been built 
privileging (allowing higher weight) to the third 
neural net’s response. Figure 11 gives an example of 
such “global 8 by 8 biometric features”.

Input Image

Row directional “8 by 8" 
biometric feature

Column directional “8 by 8” 
biometric feature

Face morphology “8 by 8” 
biometric feature

F lg.ll - Example of “global 8 by 8 biometric features”.

Eyes area “64 components’1 
biometric feature

Noee area “64 components” 
biometric feature

Mouth “64 components” 
biometric feature

Ftg.12 - Example of “localized biometric features”.

• In the second one, called “localized biometric 
features” based identification, the three “64 
components” biometric features are not regular 
images. They are 4 by 16 images extracted from the 
input image (face) involving specific localized face’s 
areas. All o f them result from median operation 
performed on a localized area (part) of face (input 
image). The first one is obtained from “eyes area”, 
the second fashioned from “nose area” and the last
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one constructed using the “mouth area”. The 
decision threshold based logic has been fashioned in 
order to privilege (giving higher importance) to the 
“eyes area”. Figure 12 gives an example of such 
“localized 64 components biometric features”.

The experimental validation has been done using the ORL 
(Olivetti Research Laboratory, Cambridge) faces 
database. This database is composed of 400 images 
representing 40 individuals. In other words, the database 
offers 10 different pictures of a set of 40 faces 
(corresponding to different individuals), each one 
representing a different situation : different mimics, with 
and without glasses, different degrees of rotation, 
etc....Figure 13 gives an example of images set 
corresponding to a given individual (face) of ORL 
database. The database has been divided into two equal 
parts. The first one including 5 pictures of the whole 
individuals (40 individuals) has been used for learning 
phase. The other 5 images (unlearned pictures) of each 
individual have been used for testing phase.

Flg.13 - Example of Images set offered by ORL database for 
a same face (Individual).

Identification Error (%)

Klg. 14- “Identification error” versus learned samples using 
ROI operation mode and LI metrics.

Figure 14 gives identification error versus number of 
learned samples of each individual. These results 
correspond to the use of ROI mode with LI metrics 
(distance evaluated according to LI norm). As it could be 
observed in this figure, the above-described experimental 
protocol leaded to 73% of correct identification (e.g. 
identification error of 27%) using “global biometric 
feature” based strategy. The same experimental protocol

leaded to 64% of correct identification (so, a higher 
identification error) when the identification has been 
based on the second strategy: “localized biometric 
feature” based identification. The same figure shows 
results corresponding to the enlargement of the number of 
learning samples (learning of additional samples). As it 
could be remarked from that figure, the “global biometric 
feature” based identification is significantly enhanced by 
learning additional samples, reaching 85% of correct 
identification when 9 samples of each face have been 
trained. Nevertheless, for the “localized biometric 
feature” strategy is less sensible to the additional samples. 
In fact as it could be seen (in figure 14) the identification 
error remains relatively important (about 30%) even when 
9 among 10 samples of each face have been learned by 
the system. This shrink of performances could probably 
be related to the relative poorness of localized features as 
they have been considered in this first experimental 
validation. In fact, eyes, nose or mouth characterization 
using an equally weighted “4 by 16” image representation 
seems be insufficient to typify correctly the corresponding 
individuals (faces).

FIg.15 - “Identification error” versus learned samples using 
“global biometric feature” based strategy and KlVN 

operation mode with LI metrics.

Another result (shown by figure 15) concerns 
identification using the KNN mode of ZISC-036 neuro- 
processor. The experimental validation protocol has been 
defined as progressive enlargement of the number of 
learned samples. Figure 15 plots the obtained 
“identification error” as well for the whole system as for 
each of three neural nets composing the “Classification / 
Decision” stage. The first comment concerns the 
significantly improved identification rate, reaching 85% 
for 5 leaned samples (of each face) and more than 98% 
(e.g. less than 2% “identification error”) for 9 learned 
samples. This could be explained by the fact that contrary 
to the ROI operation mode, the KNN recognition mode 
(in ZISC-036 neuro-processor) doesn’t depend to “region 
of influence” (neuron’s influence shape) value avoiding 
undefined regions in the input parameter’s feature space. 
The second interesting remark related to this figure 
concerns the comparison of whole system’s 
“identification errors” with those obtained for each neural 
net composing the system. In fact, as it could be remarked 
from figure 15, the “identification error” of the whole
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system remains lower than “identification errors” 
affecting each individual neural network composing the 
system: especially (and even) when the number of learned 
samples remains relatively fairly small (3 to 5 learned 
samples). For example, in the case of 4 learned samples of 
each face, first, second and third (ANN-1, ANN-2 and 
ANN-3) commit 27%, 31% and 23% “identification 
errors”, respectively, while the whole system’s 
“identification error” remains about 17% (e.g. 83% of 
correct identification).

VI. CONCLUSIONS
Contrary to “individual biometry” where both 
authentication and identification operations assume a 
precise biometrical characterization of concerned 
individuals, the main goal in “mass biometry” is to 
authenticate or identify an unusual (suspect) behavior 
within a flow of mass customary behaviors. That’s why, 
in “mass biometry” the chief requirements concern on the 
one hand, the ability of handling patterns containing 
relatively poor information and on the other hand, the 
skill of high speed processing in order to treat a mass 
number of patterns in a reasonably acceptable delay (real
time). These antagonistic requirements, making 
authentication and identification tasks very challenging 
for the “mass biometry” related applications, motivated us 
to investigate a ZISC-036 neuro-processor based facial 
recognition biometric system. Our solution takes 
advantage at the same time from kernel functions based 
ANN’s image processing ability implemented by ZISC- 
036 and from the massively parallel architecture of this 
neuro-processor allowing very high processing speed.

A first prototype of the proposed system has been realized 
combining software (biometric features extraction stage) 
and hardware (ZISC-036 neuro-processor’s based 
“Classification / Decision” stage) implementations. The 
obtained very promising results show feasibility and 
effectiveness of the proposed solution reaching 85% 
correct identification involving a relatively weak number 
of learned samples (5 samples per face).
These promising results open a number of auspicious 
perspectives concerning as well the proposed solution as 
the ‘mass biometry” related applications in general. We 
are working now on two directions. On the one hand we 
are investigating new “64 components biometric features” 
(representations), and on the other hand we develop more 
sophisticated learning strategies on ZISC-036.
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Abstract: In this paper it is developed simple simulation 
model o f a mine section in order to model sequential 
neural control scheme o f  the mine airflow. A technique o f  
neural network's training set forming, neural network 
structure and a training algorithm are described. The 
results o f simulation modeling o f  control influence 
recovering are considered in the end o f  paper.
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I. INTRODUCTION
A problem of allowable concentration control of 
dangerous gases CH4 and CO is very urgent in coal mines 
and other closed environments due to safety of the people 
working in such areas. For instance, coal mining industry 
is a tough industry in every country. For example, in 2001 
there were 6.63 fatalities per million tons of coal 
equivalent (mtce) produced in China's mines, 0.02 
fatalities per mtce in Australia, 0.83 in Russia, and 0.48 in 
India [1]. Therefore development of an Automated 
Control Systems for coal-mine ventilation in order to 
prevent fatalities is a crucial issue. It is obvious, that 
recent advances in science and technology should be used 
to fulfill this task. Thus we should account two properties 
of such automatic ventilation control system at least: (i) 
the sensors must supply the system by accurate 
information in order to provide precise ventilation control 
and (ii) the system should provide adaptive ventilation 
control in normal and possible unexpected conditions.

Economically desirable for fulfillment of the first task is 
using multi-parameter sensors based on SnO2 twin film, 
for example produced by Figaro Inc [2]. High accuracy of 
a measurement system could be reached by using neural 
networks to process the output signal of the multi
parameter sensor [3-4].

A complexity of the second task is caused by (i) 
stochastic character of aerogasdynamic processes in mine 
ventilation networks (MVN), (ii) changing the MVN 
topology and parameters, (iii) huge distribution of the 
control system and large number of measurement sensors 
[5, 6]. The MVN aerogasdynamic processes are 
characterized as objects with distributed parameters where 
airf ow dynamics is described by a system of differential 
equations with partial derivatives [6]. A solution of such a 
system for real objects requires high qualification o f the 
mathematician and considerable computing power. It is 
expedient to note, than nonlinear characteristics make 
worse MVN modeling, in particularly airflow speed and

foil gases concentration. Moreover additional factors such 
as noise, handicaps and plurality of feedbacks have 
complicated control strategies. From the point of view of 
control theory coal mine ventilation is a multivariable 
control problem where acting in one branch of MVN can 
affect die airflow and concentration in the other branches 
in an unexpected way. Therefore aerogasdynamic 
processes of MVN should be described by a complicate 
mathematical model [7, 8].

Most of the today’s control strategies are based on an idea 
of system’s linearization [9]. First of all it is necessary to 
develop adequate mathematical models for a practical 
implementation of this approach. However the 
mathematical modeling based on hypothesis of a linearity 
of the control object does not reflect its true properties. 
Non-linear mathematical models [8] quite enough reflect 
real properties of the objects but they are quite 
complicated and, therefore, practically cannot be used 
effectively for a control. Statistical models [10] can be 
classified as good models, but their assumptions often do 
not provide enough accuracy of control system. 
Nowadays there are several well-known approaches to 
mine ventilation control such as prediction on methane 
emission by mathematical methods [11-12], analysis of 
ventilation control systems by operational research [13] 
and modelling of ventilation process by correlation 
approach [14].

Against the mentioned above methods, adaptive control 
approaches [15-18] provides better control at reducing of 
complexity of mathematical model describing control 
object in terms of artificial neural network. A neural 
network-based approach can provide better results in 
comparison with other approaches due to high generalized 
properties, self-training and self-adaptation of neural 
networks. Adaptive neural control is widely using now in 
different areas, for example in aircraft industry [19], 
nonlinear [20] and robotic systems [21], chemistry [22], 
energy management [23], chaotic processes [24], medical 
science [25] etc.

The goal of this paper is to estimate the method of airflow 
neural control on the section of mine ventilation network 
using its simulation model.

IL SIMULATION MODEL OF THE 
SECTION OF MINE VENTILATION 

NETWORK
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It is expedient to consider simple structure of the section 
of MVN for development of its simulation model in order 
to estimate potential possibilities of a neural control 
system. A fragment of the MVN section is presented on 
Fig. I1 where the section’s parts are numbered by 
appropriate numbers. Let us suppose that the sensor SI is 
installed in the main ventilation bord 2, the sensors S2 and 
S3 are installed in the mine galleries and the sensor S4 is 
installed in entry 5. Sensors SI-S4  measure methane 
concentrations in the appropriate parts of the section. The 
numerical parameters of the simulation model (lengths 
and crosscuts of the galleries) are gathered from [6].

I

(2.1), we can derive an expression for concentration 
change

A C =  C 2
Qm -AQ) 
Q + A Q f

( 2 .2)

where Q1 = Qm + Q is the change of methane and air 
mixture to form appropriate methane concentration in the 
section with index t . In a case of simple simulation 
model it is considered four sections 2, 3, 4, 5 from Fig. I 
with installed sensors S1-S4 respectively. Now the airflow 
adjustment in the section with index t can be derived 
from equation (2.2)

2

6

1 -  groove
2 -  main ventilation bord 
3, 4 -  mine galleries
5 -  entry
6 -  skip groove

Fig. 1 - А  fragment of mine ventilation network section used 
to design a simulation model.

A Q  =
Ac ■ О,' 

Q m -  Ac Q1 '
(2.3)

III. SEQUENTIAL NEURAL CONTROL 
SCHEME OF THE MINE AIRFLOW

Preliminary analysis shown [15-18], that sequential neural 
control scheme (Fig. 2) can provide enough control 
efficiency due to absence of additional control branches 
such as additional controllers. The control is provided by 
the following way [18]: getting reference signal r on the 
input, preliminary trained neural network recovers it to 
the control influence и for the control object. According 
to this control influence the control object changes own 
state and its output signal у  which might be close to 
reference signal r . If under external influence factors the 
state of control object is changed, then this changing goes 
to neural network input. Neural network forms new 
control influence и in order to compensate the change of 
output signal у  . In general case neural network might 
have several inputs and outputs, therefore the variables 
described above might be considered as sets

The main task of MVN is to provide ventilation modes of 
mine sections in condition of high intensity of gas 
emission according to safety requirements [6]. The 
ventilation modes are characterized by airflow Q and 
methane concentration c on the required sections of 
MVN. Let us consider stable ventilation modes, where 
parameters Q and c are interrelated by the following 
equation [6]:

C = ----100%,  (2.1)
Q m + Q

where Qm ' s a methane emission to section’s atmosphere.

Saf' concentration of methane c is provided by airflow 
adjustment AQ, which should be considered as control 
influence in relation to concentration c . The airflow 
adjustment AQ can be estimated by concentration change 
Ac at two necessary moments of time. Let us consider 
methane concentrations c, and C1 in first and second 
moments of time. Then, substituting these variables in

r  = {r\ - h } , y = l v i - T / } . A = { A , - A п},и = {щ...ит).

It is seen from Fig. 2, that neural controller transforms 
input space of control object’s states у  into output space 
of control influences и .

Let us suppose for the simulation model from Fig. I, that 
methane concentration c can take on values from the set 
[0.6%, 0.8% , 1.0% , 1.2% , 1.4%}. Let us suppose, that 

methane concentration c=1.5% is a maximum (after it 
increasing all people should be evacuated from the mine) 
and methane concentration c=0.5% is a minimal with no 
necessity to ventilate. Then concentration change Ac 
should take on values from the set [0.1%, 0.3% , 0.5% ,
0.7% , 0.9%} respectively. The algorithm for neural 
network’s training set forming for the simulation model 
from Fig. I can be described as following:

I. To define all possible combinations of 
concentrations change Ac,...Ac4 according to 
possible values from the set above ;
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2. To calculate the value of control influences 3. To save obtained training vectors of neural 
AQ1-A Q 4 using (2.1) and (2.3) and to calculate network according to the Table I.

4
AQz for all possible combinations

1=1
Лc,...Ac4 from point I above;

Tabic I. Structure of the training vector of neural 
network

Input values Output
value
AU1,

m3/min

c, C5 c.

0.6 0.6 0.6 0.6 1064

1.4 1.4 1.4 1.4 9576

hJ
( M

T j wVx- - t J
Vi-I

(4.2)

where w0 are the weights from the input neurons to 
neuron j  in the hidden layer, x, are the input values and 
Tj is the threshold of neuron j  . The logistic activation 
function is used for the neurons of the hidden layer and 
the linear activation function, having a coefficient к , is 
used for the output neuron [29].

IV. NEURAL NETWORK MODEL

It is seen from Table I that neural network should have 
four input and one output neurons. The multi-layer 
perception can be used for this research with nonlinear 
activation functions because this kind of neural network 
has the advantage of being simple and widely used for the 
control problems [26-28].

The output value of three-layer perceptron (Fig. 3) can be 
formulated as:

T = F3
f  N
T

VW
Wl3Ai (4.1)

Fig. 3 -  Structure of neural network

where N  is the number of neurons in the hidden layer, 
Wij is the weight of the synapse from neuron і in the 
hidden layer to the output neuron, h  is the output of 
neuron і , T is the threshold of the output neuron and F1 
is the activation function of the output neuron.

The back propagation error algorithm [30] is used for the 
training algorithm. It is based on the gradient descent 
method and provides an iterative procedure for the 
weights and thresholds updating for each training vector 
p  of the training sample:

Awij (t) = - a 3Ep{ 0
SvijU) ’

ATj U ) = - a S E p U)  

STj (0  ’
(4.3)The output value of neuron j  in the hidden layer is given 

by:
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, . , . cEp{t) . cEp(t)where a  is the learning rate, ---------  and ■■■■ are
d*ij(t) dTj(t)

the gradients of the error function on each iteration t for 
the training vector p  with p  e  {1,...,P} , where P is the 
size of the training set.

The Sum-Squared Error (SSE), for training iteration t , is 
calculated as:

E p ( t ) = \ ( y p ( t ) - d p { t ) J , (4.4)

where for the training vector p ,  y p(t) is the output value 
on iteration t and d p(0  is the target output value.

During training, the total error is calculated as:

EiO = ^ E p (I). (4.5)
p =і

The steepest descent method for calculating the learning 
rate [29] is used for removing the classical disadvantages 
of the back propagation error algorithm. Thus, the 
adaptive learning rate for the logistic and linear activation 
functions are given, respectively, by:

a(t) 4 , x ---------------------------- . ,
И * ' ' ' »  ) [ x ( r f ( t ) ) 2(/tp (t))2( i - h p (t))2J

« (0  = 17------ !---------  (4-6)
U h f i t ))2 + 1
I = I

where, for the training vector p  and iteration t , y p (/) is

the error of neuron j  and hf ( t )  is the input signal of the 
linear neuron.

The error of neuron і with logistic activation function 
can be determined by the relation:

r f  (o  = z r f  о м з ( о л ;  (0(1 -  л ; (0) . ( 4 .7)

1. Set the desired value of SSE to Zsmin ;
2. Initialize the weights and the thresholds of the 

neurons by values in the range (0-0.5);
3. Set a counter for the number of neural network 

layers, LAYERS',
4. If LA YERS = 2 then calculate the output value _>,<•(,) 

using expression (4.2) for the training vector p  and 
perform the steps 5 and 6;

5. Calculate the error of the output neuron: 
r ; ( t)  = y p( t ) - d p(t);

6. Update the weights and the thresholds of the output 
neuron by (4.3) using the adaptive learning rate given 
by (4.6);

7. Decrease the number of current layer LAYERS by 
one unit;

8. If LAYERS = I then calculate the error y p(0 of the
neurons of the hidden layer by (4.7);

9. Update the weights and the thresholds of the neurons 
of the hidden layer by (4.3) using the adaptive 
learning rate (4.6) for the logistic activation function;

10. Calculate the SSE for the training iteration t  using 
(4.4);

11. Repeat the steps from 3 to 10 for all the other vectors 
in the training set;

12. Calculate the total SSE, E(0  of the neural network 
using (4.5);

13. If E(0  is still greater than the desired error Emin 
then go to step 3, otherwise stop the training process.

V. SIMULATION MODELING RESULTS
Simulation modeling should show experimentally the 
optimal choice of neural network structure and its training 
parameters from the point of view accuracy of control 
influences recovering and providing real time operations. 
During the experiments neural network is trained on 400 
vectors. It tested on 225 testing vectors which did not 
included in the training set. Simulation modeling results 
with different number of the hidden layer neurons are 
shown on Fig. 4. The relative error of control influences 
recovering is increasing from 0.1% to 8% at increasing 
the number of hidden layer neurons from 5 to 30. Also the 
training time is increased from 8 to 15-20 seconds. 
Therefore, neural network structure 4-5-1 provides better 
result, i.e. minimal relative error of control influence 
recovering and minimal training time.

where Yp ( 0 - Уp i t ) ~ d p(0  is the error of the output

neuron, Wl3 (/) is the weight of the synapses between the 
neurons of the hidden layer and the output neuron.

A slight modification of the back propagation error 
algorithm, called multiple propagation error, has been 
implemented in order to stabilize the training process 
[31]. This approach consists in modifying the weights of 
only one layer of the neural network during a single 
training iteration. This algorithm includes thus the 
following steps:
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Fig. 4 -  Dependencies of relative recovering error and 
training time from the nnmbcr of hidden layer neurons

Therefore let us use this model of neural network to 
investigate the parameters of neural network training. 
Simulation modeling results with different values of SSE 
are shown on Fig. 5. The relative error of control 
influences recovering does not exceed 1% and decreases 
till 0.07% at increasing o f SSE till 10‘8, the training time 
is increasing from 5 to 30 seconds respectively. The 
relative error of control influences recovering is allowable 
for all values of SSE according to the safety rules of mine 
ventilation. Therefore necessary SSE values for the 
training should be chosen to provide needed real rime of 
model working.

Fig. 5 -  Dependencies of relative recovering error and 
training time from the SSE values

VL CONCLUSIONS
A simple simulation model of the section of mine 
ventilation network and a technique of training set 
creation for neural control of the airflow are developed in 
this paper. The simulation modeling results have shown 
good potential capabilities of neural control of mine 
airflow in the real time. Future researches it is expedient 
to fulfill using complicated simulation model of the 
airflow in mine ventilation networks.
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Abstract: A technique o f  PCB layout optical inspection 
based on image comparison and mathematical 
morphology methods is proposed. The unique feature o f  
the technique is that the inspection is perform ed at 
different stages o f  image processing. The presence o f  all 
layout elements is checked up, then positions o f  found  
elements and their conformity to pro jec t rules are 
verified, the breakouts and shorts are found. The 
inspection o f  mousebits, spur and pinholes on conductors 
is also carried out.

Keywords: PCB, layout inspection, fault search and 
classification.

I. INTRODUCTION
An important problem in manufacture of a 
microelectronic equipment is the printed circuit board 
(PCB) layout inspection. The non-contact optical methods 
is widely used the control o f PCBs.

An object for the inspection will be the image of PCB 
layout. The problem definition is the following. The raster 
pattern of the PCB layout and the set of project rules are 
given. The artwork image of PCB layoutcan be given in 
addition. It is required to check whether the PCB elements 
meet the given project rules, and to described their 
defects.

As elements on the PCB layout image we will define the 
contact pads, conductors, control points and the service 
information in the character form. The defect under 
inspection is the deviation of layout elements on PCB

Fig. I - Example of a PCB layout defects:
I) spurious copper; 2) spur; 3) mousebit; 4) pin 

hole; 5)short; 6) breakout

layout image from the project documentation owing to 
errors by manufacture, such as discrepancy of temperature 
and manufacture time modes, mechanical misregistration, 
etc. The example of some defects is replaced on fig. 1. The 
defects can be divided into the following kinds: spurious 
copper (I), spur (2), mousebit (3), pin hole (4), short (5),

breakout (6), discrepancy of the conductor minimal width 
and the minimal distance between conductors to project 
rules, absence or displacement of any element [I ].

Various automatic algorithms were developed to the 
inspection of PCB layout over different manufacture 
phases with use of light, fluorescent light and x-ray. They 
can be separeted into three categories: reference based, 
project rules verification based and hybrid algorithms [1-
4].

The reference based algorithms compare reference and 
test images of PCBs directly or use a set of models with 
the advance informative attributes as the reference. At 
comparison with the reference it is possible both pixel by 
pixel comparison of the test image with the reference 
sample image (subtraction of images), and allocation with 
the subsequent comparison of information attributes of 
PCB layout elements [1 ,5 -7 ]

The model based algorithms, such as parse, algorithm of 
graph matching, algorithm of attributed graphs make 
comparison of layout elements as a set of the models 
which describe the reference.

The automatic inspection algorithms, which are not use 
the reference, check elements of layout on conformity to 
project rules of a microelectronic product, such as the 
minimal and maximal width of conductors and distance 
between them, the minimal and maximal diameter of 
apertures on object, the curve of a conductor, the 
inspection of conductors termination rules, etc [8]. That 
algorithms often use operators of mathematical 
morphology, such as “ERODE” and “DILATE”. 
Algorithms based on the analysis of elements border can 
also be applied. After obtaining of the border there is 
made verification of an element by movement along its 
border with the inspection of special parameters. Element 
edge lengths coding can also be applied to search of 
defects [1].

The hybrid inspection algorithms are based on both 
comparison and project rules verification methods [1 ,9 -  
11]
Application of the reference for the layout inspection 
allows to find quickly and correctly faults like spurious 
copper, spur, mousebit, pin hole, short, breakout. The 
additional analysis of the received set of the faults allow 
us to find the absence or displacement of elements. The 
main lack of the given approach is dependence of faults 
localization accuracy on overlapping accuracy of 
reference and test images. The overlapping accuracy 
depends on scaling and turn operations of the test image,
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its preliminary processing and binarization. For the 
inspection of the minimal conductor width and the 
minimal distance between conductors we shall use the 
algorithm based on morphological operators “OPEN” and 
“CLOSE”.

In the paper we offer new technique of PCB inspection 
with using advantages of the image comparison approach 
and the method based on mathematical morphology 
operators. The PCB layout inspection technique 
represents stage-by-stage procedure. In the beginning 
preliminary image processing is made. The presence of all 
elements on the PCB layout image is checked up at this 
stage. The output of this stage is the binary PCB layout 
image with corrected scale and rotation angle. At the next 
stage the search of defects is performed using method of 
comparison with the reference. The search can be carried 
out on the raster image or on its vector representation. 
The found defects are classified and their geometrical 
parameters are measured. At the last stage the search of 
defects with use of morphological operators "OPEN" and 
"CLOSE" is performed. Therefore we define regions on 
the PCB layout image, where project rules for the 
minimal width of a conductor and the minimal distance 
between conductors are not carried out.

Thf paper is organized as follows. In section I  the 
technique of the defects search based on a method of 
comparison with the reference is offered. The search of 
layout defects is realized both for raster, and for vector 
representation of the PCB layout image. The method of 
classification of defects is offered. The technology of 
search of defects like a deviation of the minimal width of 
a conductor and the minimal distance between conductors 
from project rules is also considered.

П. DESCRIPTION OF THE TECHNIQUE 
OF PCB LAYOUT INSPECTION

A. Preliminary image processing
Preliminary processing of the test image consists of 
bin.jrization, corrections of a rotation angle and scaling. 
The gray-scale picture received from an optical system is 
transformed to a binary image using the freehold Bts 
calculeted by the formula:

Bts = 2/3 * (Bmax - Bmin), (I)

where Bmax and Bmin are the maximal and minimal 
values of brightness of the image.

The test image can have distortions of scale and a rotation 
angle. Control points are used To correct these distortions. 
The control points are selected on the reference image, 
and then the search of these points is performed on the 
test image. Finally the correction of the rotation angle and 
scale is carried out.

Search of all contact pads is made on the binary image, 
and lists of contact pads for the reference and test image 
are formed accordingly. The reference and test lists are 
compared with each other, therefore presence of all 
elements on the PCB layout image is checked up, and

finally verification of found elements position is 
performed.

8

c)

Fig. 2 - The reference PCB layout Image (a); processing 
image (b); found defects (c): I) spur, 2) spurious 
copper, 3) short, 4) mouscbit, 5) pin hole, 6) breakout,
7) distance between conductors Is less than project 
rules, 8) the width of a conductor Is less than project 
rules.

B. The PCB layout inspection
After the preliminary processing the search of defects by 
a method of pixel by pixel calculations of XOR logic 
operation on reference and test images is carried out.

It is necessary to carry out the following tasks:

I. Find faults of the PCB by comparison a binary 
reference and test images.
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2. Measure geometrical parameters of defect are: length, 
height and the area.

3. Classify faults as:
-  spurious copper;
-  spur;
-  mousebit;
-  pin hole;
-  short;
- breakout

The vector description is made for each defect. On fig.2.a 
example of the reference PCB layout image are depicted. 
On fig.2.b one can see its image with defects and the 
deformed scale and the rotation angle. The result of 
defects search by means of operation XOR is shown on 
fig.2.c (defects are marked by numbers I - 6).

C. The inspection on the vector image o f  PCB layout 
Search of faults like spur and mousebit on vector 
representation of the image of the PCB is realized on the 
basis of algorithms Weiler-Atherton and Margalit-Knott. 
For search of faults vector representations of reference 
and test images of PCB are used.

All elements on the image of the PCB are considered as 
polygons. First, a check of an intersection of reference 
and test polygons by the coordinates on the image is 
performed. If polygons are intersected, points of mutual 
crossing of the polygons borders are calculated and then 
tracing along borders of polygons is carried out for 
building of a required polygon. Tracing begins from an

external point of local area o f polygons. After the first 
point o f edge crossing is reached, tracing is carried out on 
the internal side of the polygon formed by crossing of the 
edges of considered polygons in an opposite to initial one 
direction. After the second point of the polygons edges 
crossing is reached, procedure returns to the starting point 
of tracing on the external edge of a new polygon. Having 
defined thus coordinates of all points of a new polygon, 
we obtain vector representation of PCB defect.

Then the vector description of all found defects o f the 
PCB is made.

D. The defect classification
After defect localization we determine which class of 
faults it belongs to. Classification is realized by means of 
the logical flags defining value of brightness for pixels of 
the found fault and the pixels around i t  In table I the 
rules of classification is shown dependinging on various 
values of flags.

Let's consider the example of the defect on fig.3, where 
figure fragments o f two direct conductors are represented. 
To each pixel on the image there corresponds as square. 
Pixels corresponding to conductors on the reference 
image are shown by grey color. Conductors are marked 
by numbers in the left top comer. The background is 
presented by white pixels. Pixels of defect have black 
color and are marked by small white squares. Pixels 
which border on defect, are marked by diagonal lines. It

- background 
pixel
- pixel of 
conductor on 
reference 
image
- conductor’s 
pixel near to 
defect
- defect pixel

-background 
r pixel near to 

defect

a) b)
Fig. 3 - The defect classification: a) reference image, b) test image with defect 

Table I. Fault type definition by logical flags

Logical flag

T ype o f defect
Is there the 

defect copper 
on

background?

Does the defect 
touch with  

copper?

D oes the defect 
touch with  

background?

D oes the defect 
touch only one 

conductor?

Yes Yes Yes Yes Spur
Yes Yes Yes No Short
Yes No No Yes Spurious copper
No Yes No Yes Pin hole
No Yes Yes Yes Mousebit
No Yes Yes No Breakout
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can be seen that:
defect looks like a set of black pixels on a white 

background;
defect is adjoined with both black and white pixels of 

the image;
defect adjoins only to one element on the image 

(element I).
According to table I the defect is classified as spur.

For faults like spur and mousebit the additional check is 
made: if the fault borders on two or more PCB elements 
on initial images, it belong to the class of short and 
breakout accordingly.

E. The inspection the minimal conductor width and the 
minimal distance between conductors 
At the certain PCB manufacturing phase there is a 
necessity to check conformity of the minimal width of a 
conductor and the minimal distance between conductors 
to nroject rules. Localization of points on the image, 
where these project rules do not carry out, is made with 
use of mathematical morphology operators “OPEN” and 
“CLOSE” [12]. To define conductor regions with a width 
less than set project rules, the next formula is used:

Rminwide (A, B) = A - OPEN (A, B), (2)

where A is the binary test image of the PCB, B is the 
round structuring element, which diameter is equal to the 
minimal width of the conductor according to project rules. 
Morphological operation “OPEN” has a property to delete 
those regions, which width is less titan the structuring 
element. The result of the given operation is the set of 
image regions with width of a conductor less then 
minimal admissible on project rules.

For receiving of test image regions with the distance 
betv/een conductors less then project rules we use the 
formula

Rmindist (A1C) = A - CLOSE (A,C) (3)

where A are the binary test image of the PCB, C are the 
round structuring element, which diameter is equal to the 
minimal distance between conductors according to project 
rules. Morphological operation “CLOSE” has a property 
to delete those spaces on images, which width less than a 
structuring element The result of the operation is a set of 
image regions with distance between conductors less then 
minimal admissible on project rules.

Tht example of the defects caused by discrepancy is 
project rules is shown on fig. 2.c: number 7 marks defect 
like distance between conductors having width less than 
project rules and number 8 marks defect like the 
conductors width is less than project rules.

III. CONCLUSION
Technique of PCB layout inspection based on image 
comparison and mathematical morphology methods is 
offered. The method of classification of defects on the 
basis of logycal flags is offered. As a result there will be 
checked up the presence of all elements on the PCB,

verification of found elements position and their 
conformity to project rules, the presence of breakouts and 
shorts on the PCB. The inspection of mousebits, spur and 
pinholes on conductors is also carried out.

The proposed technique is realized in the computer-aided 
system of the PCB layout inspection. The PCB layout 
inspection system allows carrying out automatic 
inspection of conformity contact pads on the tested PCB 
(on types and an arrangement) to data in Gerber format of 
the reference PCB. Automatic inspection of conductors 
faults. The system is realized under OS Linux in the 
programming language C++.
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Abstract: This paper describes a new algorithm to 
calculate cross-correlation function. We combined box 
filtering technique fo r  calculation o f  cross correlation 
coefficients with parallel processing using MMX/SSE 
technology o f modem general purpose processors. We 
have used this algorithm fo r  real time optical flow  
estimation between frames o f  video sequence. Our 
algorithm was tested on real world video sequences 
obtained from the cameras o f  video surveillance system.

Keywords: cross-correlation, fast algorithm, MMX/SSE 
extensions, optical flow, video surveillance system.

I. INTRODUCTION
Feature matching is an important task in the area of 
computer vision. There are several different approaches for 
image correspondence estimation [1]. There is a group of 
so called area based methods [2] among them, and 
intensity values only are used to determine correspondence 
of the areas in this case. Three classes of metrics are 
commonly applied for area matching: cross correlation 
(CC), intensity differences (sum of absolute differences 
(SAD), sum of squared differences (SSD)), and rank [3] 
metrics. Cross correlation metrics is the standard statistical 
method for determining of similarity. This metrics is more 
robust than the others but computationally expensive.

Feature matching is used in many problems of computer 
vision. One of them is optical flow estimation. Optical 
flow is a two-dimensional vector field that represents 
velocities and their directions in each point of the image. It 
is used in many applications such as robot navigation, 
object tracking, video coding, and scene reconstruction. 
There are several different approaches to determine optical 
flow [4, 5]. Correlation based methods give more accurate 
results in the case of noised images with non rigid objects. 
The real world scenes obtained from the cameras of video 
surveillance system correspond to these conditions.

The main problem of most correlation based techniques is 
that they are computationally expensive. This fact doesn’t 
allow using them in real time video processing. There are 
several ways to overcome this problem such as using 
optimal algorithms, application of special purposes 
hardware or using SIMD extension of modem general 
purposes processors.

Computationally optimal algorithms implement different 
approaches which allow to reduce computational cost for 
correlation. Fast Fourier transformation can be used for 
fast image matching algorithms [1,5], and such technique

is exploited in [6]. Approach known as box filtering 
technique [7] is also used for fast correlation calculation 
algorithm. Description of the algorithms that compute 
SAD (sum of absolute differences) metrics using box 
filtering technique can be found in [8,9]. This technique in 
[10 ,11] is used for fast NCC (normalize cross-correlation) 
metrics.

Using of special purposes hardware such as field 
programmable gate array (FPGA) chips is an excellent way 
to raise the performance of data processing. Several 
solutions can be discovered in [12, 13] for image and video 
processing. Using such hardware can lead to acceptable 
results, but it also requires additional efforts for special 
computational architecture realization.

Modem general purposes processors have significant 
computational power, moreover they have special sets of 
commands for accelerating multimedia and 
communication applications (we mean MMX and SSE 
extensions).

MMX and SSE appeared accordingly in 1996 and 1999 
and since then all the popular general purposes processors 
support these technologies. These extensions exploits 
single instruction multiple data (SIMD) principle for 
parallel data processing. MMX and SSE are sets of new 
processor commands and data types. MMX allows parallel 
processing of byte, word, double word integer values. The 
main disadvantage is that MMX registers are in fact FPU 
(floating point unit) registers with other names. It means 
that it isn’t possible to mix MMX instructions and FPU 
instructions in code. SSE is elaboration of MMX and 
operates with packed floating-point data. Also SSE 
includes 12 new instructions that extend the MMX 
instructions set and operate MMX registers. SSE2 is 
elaboration of both MMX and SSE. The key benefits of 
SSE2 are that MMX is extended to work with 128-bit data 
blocks, and the ability to support 64-bit floating-point 
values appeared.

As shown in [14] using such extensions may be not so 
advantageous as special hardware, but it can assist to 
reduce significantly the time consumption in comparison 
with non MMX/SSE implementation. Examples of using 
MMX/SSE for digital image processing and evaluation of 
its productivity are presented in [15, 16, 17, 18].

In our paper we use MMX/SSE technology for developing 
fast box filtering technique based algorithm to perform 
cross correlation calculation and employ this algorithm for 
real time optical flow estimation.
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П. FAST CROSS CORRELATION 
ALGORITHM

The main aim of our paper was reduction of computational 
costs for calculation cross correlation function. First of all 
we choose computationally optimal method. Box filtering 
technique [7] is used in this method for fast cross 
correlation between frames.

Vsum/n) it is necessary to update Vsuntj.i(n). This means 
to subtract multiplication o f ank(j.m-i> and from it
(leave sum because of shifting window) and to add 
multiplication of а^д+кп) and Ъ^+кд) to it (enter the sum). 
For calculation Hsumij it is necessary to update the value of 
Hsumr̂ 1Jij in the same way. Such method requires four 
addition-subtraction operations for new value calculation 
regardless of window size. The scheme of computation for 
reviewed technique is presented in Fig. I.

A. Box filtering technique
Let /  and g be normalized intensity’s of pixels on 
consecutive frames. Cross correlation between regions in 
these images can be calculated using:

C ij,d ,dy
covW j ( f , g )

Vva^(Z )*  vaW ,  (£) ’
(I)

where
j+ K /2  i+L/2

( / ,  g )  =  £  8n+d„m+dy *(2 >
m - j - K /2  n - i-L /2

j+ K /2  i+LI2

y a ( / ) =  S  X / v » 2 >
m~ j - K  / 2 n=i-L / 2 

j+ K /2  i+L/2

vaW, (£)= X Hs„+d,.m+dy2. (4)
m= j —K /2 n - i—L /2

i , j  -  center o f matching region on f \ d x , d y -  shift of 
matching region on g ; K , L -  matching region size.

First and foremost we must perform the normalization. It is 
essential for reduction of the influence of brightness and 
contrast changes between frames in cross-correlation 
based methods. Computing the normalization in every 
correlation window requires an additional processing stage. 
We perform it throughout the image instead of local for 
every window. It is admissible because we process frames 
obtained with small time interval and when conditions may 
be changed with low probability.

The realization of the reviewed approach requires accurate 
calculation strategy. First o f all it is necessary to exclude 
repeated calculation of the same value. For example, every 
v a lu e d /  is used at least two times: when it is added to the 
sum and when it is subtracted from it. We allocate special 
buffers in memory for such values.

Our algorithm works with grayscale images. It requires 
byte per pixel in memory for frames. Intermediate values 
that have to be stored require double word per pixel 
because they are obtained by summation of multiplications 
of bytes. We assign memory for pairs of buffers to store 
products, intermediate sums and sought sums (3) and (4). 
We use pairs because the algorithm calculates (3) and (4) 
at one pass. Also we allocate memory for L*K buffers to 
store sought sums (2). In this case the algorithm does L*K 
passes in cycle to fill each buffer and uses previously 
allocated for calculation (3) buffers to store products and 
intermediate sums. Therefore the algorithm requires 
N*M*(2*3+L*K) double words in memory for buffers.

3*b Vsum Vsum

Equations (2), (3) and (4) are double sums and can be 
calculated using box filtering technique. They may be 
represented as:

i+L/2

Hsumij= Vsum, (л ) , (5)
n ~ i-L /2

where
j+ K /2

Vsumj (л) = an m * bn m , (6)
w=j-K/2

Vsum/n) is the sum of products of pixel intensity values 
from column n of window with center in (,Ij) on image a 
with respective values on image b.

The main idea of the technique is that for calculation

Fig. I. Scheme of computation.

B. Algorithm
It is evident from Fig. I that when Hsum is calculated in 
each pixel of the frame it is necessary to sum up L values 
of Vsum only once for every row. The calculation of Vsum 
requires summation of K  products also only once for every 
column of the frame. This assertion leads to the next 
algorithm presented in pseudo code.

For x=l to number of columns do

Compute a*b for first K  rows in column x 

(without using cycle).
Compute Vswn in row I and column x by 

summation K  values obtained previous step
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using (6).

End

For y=2 to number of rows do

For лг=1 to number of columns do

Compute a*b in row у  and column x. 

Compute Vsum updating previous value 

Vsum-I

End

End

For_y=7 to number of rows do

Compute Hsum in column I and row у  by 

summation L values Vsum using (5).

For x=2 to number of columns do

Compute Hsum updating previous value 

Hsum-I

End

End

C. Correlation coefficients calculation using 
SIMD extensions.

Te most computationaly expensive stage of cross 
correlation function calculation is computing of equation
(I). It consists of three most complex operations: 
multiplication, division and square root computation. Fig. 
2 shows computing strategy for calculation of equation (I) 
with using SSE commands. Organization of data storage 
together with SIMD parallelism allows computing four 
values per one pass in cycle. We achieved the largest rising 
in performance exactly at this stage.

F ig . 2 . C o m p u tin g  s t r a te g y  to  c a lc u la te  e q u a t io n  ( I ) .

D. Optical flow estimation.
We implemented simple correlation based method to 
estimate optical flow, and applied cross correlation metrics 
for matching regions on consecutive frames of video 
sequence. Our matching strategy uses correlation window 
to estimate correspondence of current pixel in surrounding 
area on previous frame. Optical flow in each point of frame 
is determined by maximum coefficient in sight area and 
size of this area depends on the size of the correlation 
window.

We realized the simple filter to reduce dynamic noise that 
appears because of discretization of analog video image. 
Filtration is done by comparison difference of pixel 
intensity values on consecutive frames with threshold. The 
pixel value is changed when the mentioned difference 
exceeds defined value. We use this approach before 
correlation coefficients calculation to obtain more accurate 
result.

III. RESULTS
A. Experimental system
All calculations described in this paper were performed 
under FreeBSD 5.0 on a processor Pentium 4 2.8 GHz with 
512MB RDRAM. Performance evaluation was done with 
the frames obtained from analog video camera of 
surveillance system. Discretization of analog video was 
carried out by frame grabber with BT-878 chip. It allows to 
obtain digital video sequences with maximum size 
768x576 (PAL) or 640x480 (NTSC) and frequency 25 fps.

B. Performance
The developed algorithm was employed for correlation 
coefficients computation in images with size 320*240 
pixels. Computational cost of our algorithm in millions 
processor cycles is presented in Table I. Correlation 
window size is 3*3 points in this case.
T a b le  I .  C o m p u ta t io n a l  c o s t  In  m ill io n s  p ro c e s s o r  cy c les fo r  
C  Im p le m e n ta t io n  a n d  C /M M X /S S E  I m p le m e n ta t io n .

Algorithm stage C
Cl

M MX/ 
SSE

Profit

Dynamic noise reduction 3.5 0.4 8.75
Vsum computation for (3), (4) 4.4 2.8 1.57
Hsum computation for (3), (4) 3.7 2.1 1.76

Vsum computation for (2) 2.5 1.7 1.47
Hsum computation for (2) 2.1 1.1 1.9
Correlation coefficients 

calculation and maximum 
coefficients determination

284 16.7 17.6

Total time consumptions for different window sizes are 
represented in Table 2.
T a b le  2 . A c h ie v e d  t im e  in  m s . f o r  C  im p le m e n ta t io n  a n d  
C /M M X /S S E  im p le m e n ta t io n .

W in d o w  size  
(L * K )

N u m b e r  o f  
c o e ff ic ie n ts C

a
M M X /S S E

3 * 3 9 1 19 14

5 * 5 2 5 3 7 9 4 2
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As evident from the results, increasing in performance 
does not depend on correlation window size. It is so 
because we use box filtering technique whose productivity 
is invariant from window size. Factor of productivity rising 
is approximately 8.5 times in both cases.

To determine the accuracy of the developed algorithm 
obtained coefficients were used for optical flow estimation 
according to the method described in section 2.4. Fig.3 
shows initial frames and obtained optical flow maps. These 
maps were obtained by using correlation window with size 
3*3 pixels. Time consumptions for optical flow 
computation method are represented in Table 3.

IV. CONCLUSION
We have developed fast algorithm to calculate cross 
correlation function with application MMX and SSE 
(SSE2) extensions of modem general purposes processors. 
Obtained results have shown high efficiency of such 
extensions in the field of computer vision. Our algorithm 
can be used in other correlation based techniques such as 
stereo matching, feature detection, object tracking and 
others.
T a b le  3 . A c h ie v e d  t im e  in  m s . f o r  o p t ic a l  f lo w  e s t im a tio n .

Frame size 3*3 5*5
640*480 85 (10 fps) 159 (6 fps)
320*240 19(52 fps) 45 (22 fps)
160*120 4 (250 fps) 7 (142 fps)

We have used our algorithm for optical flow estimation. 
The experiments allow us to calculate optical flow between 
frames of video sequence in real time with high frame rate.

F ig . 3 . O p t ic a l  f lo w  e s t im a t io n  p r o c e d u r e  r e s u l t .
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Abstract: Analysis o f  approaches to design voice 
conversion systems is proposed in this paper. Base on 
analysis we give principles o f  voice conversion system, 
speech modes will be used to represent parameters o f  
speech signal and acoustic characteristics will influence 
the quality o f  system. Moreover, we compare two voice 
conversion (VC) systems, which have been used two 
different speech models (source filter model and 
harmonic model), to offer general view about them and 
our point o f view design voice conversion systems.

Keywords: Voice conversion, speech model, acoustic 
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I INTRODUCTION
The voice conversion problem has focused a lot of 
research effort. For instance, an approach to this 
problem was speech transformation algorithm using 
segment codebook (STASC) [3]. The method finds 
accurate alignments between source and target speaker 
utterances. Using the alignments, source speaker 
acoustic characteristics are mapped to target speaker 
acoustic characteristics. A voice conversion method that 
improves the quality of the voice conversion output at 
higher sampling rates is proposed in [4]. This method 
combines the STASC method with Discrete Wavelet 
Transform (DWT) to estimate the speech spectrum 
better with higher resolution. Both these research are 
combined to use into [16]. The other works suggest a 
possible way to improve the quality of the converted 
speech consists of modifying only some specific aspects 
of die spectral envelope [5], or the location of the 
formants [7, 8]. Spectral conversion techniques have 
been also approached by different ways such as [9, 10].

In [10], a different approach is proposed which is based 
on the TD-PSOLA technique and source filter 
decomposition. TD-PSOLA technique allows prosodic 
modification while source filter decomposition enables 
spectral envelope transformation. Moreover, other 
method also has been known that is voice conversion 
system based on the Harmonic plus Noise Model 
(HNM) [11]. HNM performs a pitch synchronous 
harmonic plus noise decomposition of the speech signal.

In this paper is analyzed base on methods that were 
introduced above to give overview also our point of 
view about approach to design VC systems. The 
analyses directions are to summarize general stages, the

speech models, acoustic characteristic, and to detail 
analyze typical methods of voice conversion.

П THE APPROACHES FOR VOICE 
CONVERSION

A. Voice conversion principle
Voice conversion is the process of automatic 
transformation of a source speaker’s voice to that of a 
target speaker’s. They have general stages in the process 
that are depicted below:

Fig. I - The general stages of voice conversion

These stages are:
Analysis stage: The purpose of this stage is 
analysis source and target speakers 
characteristics will be used in the next process 
stage.
Training stage: System will be learned the 
characteristics of source speech and target 
speech, to create conversion rules.
Conversion state: In this stage, transformation 
algorithms are applied that modify 
characteristics o f source speech using the 
conversion rules obtained in the training stage 
according to characteristics of target speech. 
Synthesis stage: This inverse process with the 
analysis process, new speech is created base on 
parameters obtained from stages above.

B. Speech model for voice conversion
When starting to research about VC system then a 
speech model is chosen, because it will directly effect 
quality of VC system. The speech model is a 
mathematical model and it will be used to represent 
parameters of speech signal. The speech models of 
speech processing might be divided into two classes: 
source-filter modeling with the filter representation of 
the vocal tract transfer function, and harmonic modeling 
where the source and the system features are included in 
the parameters of the harmonic model. In the source-
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filter model the vocal tract can be modeled either by a 
filter bank, or a realizable rational transfer function, or 
an approximation of a non-realizable exponential 
function in homomorphic modeling [13].

The source-filter model is represented by the parameters 
describing the transfer function of the vocal tract model. 
Two types of the source-filter model are useful for 
speech processing: the all-pole model known as the 
autoregressive (AR) model, and the pole-zero models 
known as the autoregressive moving average (ARMA) 
moael. The AR model of a vocal tract is well known in 
speech processing as a linear predictive coding (LPC) 
model [13].

/ jO ) = — ------- , (i)

I + I V - 4
I t = I

where Na is the order of the AR model, the gain G and 
the coefficients a* are the AR parameters or the LPC 
parameters. AR has the frequency response given by 
equation:

Р(еІШ)= ^  --------------------- . (2)

1 + cxP( - jk c o )
к - 1

The source-filter model has been used in [3,4, 5] which 
will be discussed in method for voice conversion part.

Harmonic model has been shown to be capable of high 
quality speech processing, particularly in pitch and time 
scale modification for speech synthesis [11, 12]. The 
principle of the harmonic speech model is shown in 
Figure 3.

F ig . 2 -  P r in c ip le  o f  h a r m o n ic  s p e e c h  m o d e l

Its equation:

S ( I )  =  £  A , C O S ( O ) J  +  <pm ) ,  (3)
m=I

= Y j H (Tn)e i ^  (4)
m=l

where frequencies com are given by pitch harmonics, and 
amplitudes Am and phases cpm are given by sampling the 
transfer function of the vocal tract model at these 
frequencies which is represented in equation (2), H(m) 
complex amplitude of the mth harmonic, M number of 
harmonics.

C. Acoustic characteristics for voice conversion
Voice conversion is a method that aims to transform the 
characteristics of an input (source) speech signal such 
that the output (transformed) signal is perceived to be 
produced by another (target) speaker. The parameters of 
speech obtained by using speech model in the first stage 
are parameters, which are called acoustic characteristics. 
Acoustic characteristics have two types that are the 
voice source and the vocal tract resonance which are 
influence on voice individual. They always are very 
importance for quality of VC system. Parameters of 
voice source are the average pitch frequency, the time- 
frequency pattern of pitch (the pitch contour), the pitch 
frequency fluctuation, the glottal wave shape. And 
parameters of vocal tract are the shape of spectral 
envelope and spectral tilt, the absolute values of formant 
frequencies, the time-frequency pattern of formant 
frequencies (formant trajectories), the long-term average 
speech spectrum, the formant bandwidth [2]. On the 
other hand, acoustic characteristics can be divided into 
two group are long -  term characteristics and sort -  term 
characteristics have been represented in [1]. Almost 
studies are focused analysis to model and these 
parameters transformation.

D. Methods for voice conversion
As introduction above, this part will be considered how 
to approach and implement voice conversion system in
[15], [16], which are typical to represent speech models 
and speaker characteristic transformation. The 
transformation algorithms are shown in Figures 3 and 4

s p e e c h

F ig .  3  -  V o ic e  t r a n s f o r m a t io n  a lg o r i th m  in  [15]
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Fig. 4 - Voice transformation algorithm In [16]

In [15], the system is designed to transform the spectral 
envelope of speech by changing parameters of an ail- 
pole model, using a transformation function 
implemented by a Gaussian mixture regression model. 
The author use harmonic speech model to analyze voice 
while source-filter model is used in [16]. However, the 
goals of both these models are to obtain line spectral 
frequencies (LSFs), which will be use to transform 
spectral characteristics. The reasons that author uses 
harmonic model are because speech signal consists 
mostly of harmonics of a fundamental frequency. In fact, 
the harmonic model parameters correspond to the 
harmonic samples of the short-term Fourier transform of 
a perfectly periodic signal. Otherwise, harmonic model 
has been shown to be capable of high-quality speech 
processing, particularly in the areas of speech coding 
and pitch and time-scale modifications in speech 
synthesis [11, 12]. It is further possible to change the 
magnitude and the phase of speech spectrum 
independently and directly by synthesis speech with 
altered model parameters. An equivalent equation is 
represented with equation (3) in [15]. At here, author 
uses minimum phase all-pole model to obtain sinusoidal 
parameter coding.

In training stage, [15] choose Gaussian mixture model 
(GMM) approach to implement a locally linear, 
probabilistic transformation function. The advantage of 
this model is the fast and accurate fitting of the few 
model parameters. The residual prediction (RF) system 
is implemented, which consists of a LPC parameter 
classifier and a LPC residual codebook. Each class of 
the classifier is associated with an entry in the codebook. 
Two data sets are necessary for training the RP system, 
the set of LPC parameters of voiced frames and the 
collection of associated LPC residual.

In conversion stage, the system analyzes a source 
speech and transforms the extracted features to an 
esti nate of target speaker's LSF parameters. For each 
frame, spectral envelope is transformed by converting 
the predicted LSF parameter back to LPC filter 
coefficients. Finally, the transformed sinusoidal 
spectrum are set by the inverse waiped LPC spectrum 
sampled at the harmonic.

In [16], training is performed by analyzing the source 
and target utterances using selective pre-emphasis. LSF 
vectors for each sub-band are obtained and the 
parameters of the first sub-band are used in the Sentence 
Hiden Markov Model (HMM), framework for 
acoustical alignment. The labels generated using the 
first sub-band is used for the remaining sub-bands. The 
codebooks are generated for each sub-band for the 
source and the target speakers. The parameters include 
LSFs for the vocal tract, instantaneous ¢) values as well 
as mean and variance o f source and target pitch values, 
durations, and energy values. Two codebooks are 
generated for the source and the target speaker 
separately. The codebook entries include average line 
spectral frequencies, f0, energy, and duration of each 
state.

In conversion stage, the sub-band codebooks are used 
for transforming each sub-band of the vocal tract 
spectrum separately. This requires the analysis o f the 
input signal using selective pre-emphasis. The ftdl-band 
excitation spectrum is processed separately for pitch 
scale modifications. Each sub-band of the vocal tract 
spectrum is converted separately for each sub-band with 
the corresponding source and target codebook. Note that 
the closest codebook entries are estimated using the first 
sub-band and same indices are used for all sub-bands. 
The output frame spectrum is obtained by multiplying 
the modified excitation spectrum with the vocal tract 
spectrum estimated. Prosodic modifications are used 
from STASC in [3].

In synthesis stage o f  [15], after obtained a transformed 
sinusoidal spectrum, a frame of the speech signal is 
computed by a weighted summation of harmonic 
sinusoids. The sinusoidal parameters are treated as 
constant within one frame of speech, discontinuities are 
avoided by an overlap-add (OLA) approach that 
eliminates the need to continuously vary the parameters 
to interpolate between sine-wave tracks. Beside that, 
OLA allows for a simple implementation of pitch and 
time scale modification. After all speech frames are 
computed, they are weighted, overlapped, and added. 
While in the synthesis stage of [16], the synthesis LP 
coefficient vectors are used to reconstruct the vocal tract 
spectrum. The synthesis LP coefficients can be a 
modified version of the analysis coefficients depending
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on the application. They are the target LP coefficients 
estimated from codebooks for voice conversion.

E. Evaluation result of methods
The results of methods have been proved that 
transformed voice of new system has quality than 
systems use algorithm in [3, 4, and 14]. However, in
[15] modeling and prosodic characteristic of the process 
of voice conversion did not mention, because that the 
quality could not equal when this implements. The 
system in [16] the author improve performance to the 
integration of the LPC residual but the representation of 
this was limited, thus the result reduce quality. 
Otherwise VC systems should importance to pitch 
detection and voiced/unvoiced decision as in [17] 
because all these parameters are speaker’s 
characteristics.

Ш APPLICATIONS
Voice conversion has numerous applications, such as 
the areas of foreign language training and movie 
dutbing. It is closely related to the process of speech 
synthesis, which usually refers to converting text into 
spoken language, and has many applications, especially 
relating to assistance for the blind and deaf [1]. Other 
areas in speech processing, such as speaker verification, 
have applications in security.

In movie dubbing area, by using the voice conversion, 
the actors or actresses will be able to speak in another 
language by their original voice. The movies must be 
dubbed in foreign countries and the voice characteristics 
of the original actors/actresses are lost. However, using 
the VC, the dubber’s voice can be converted to the 
actor’s original voice and the voice characteristics of 
actors/actresses can be preserved. Any actor/actress can 
speak any language when voice conversion technology 
is employed. In addition voice conversion can be 
employed in dubbing applications related to 
broadcasting, karaoke, Internet voice applications.

IV CONCLUSION
In this paper, we have presented analysis of approaches 
to design voice conversion systems, including general 
stages of voice conversion, acoustic characteristics will 
influence the quality of system and to compare two 
systems, which used two different speech models. They 
have been investigated to analyze, from that point, they 
can be chosen a study direction, combine with algorithm 
improvements to design voice conversion system. The 
main targets in our VC system are moved towards as: to 
improve the speech signal processing algorithms base 
on analysis above that creating VC system more 
naturalness, and to develop a real time VC system can 
be used dubbing area.
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Abstract: To solve the task o f  recognizing features o f  
objects used in expert systems the Boolean function ap
proach can be attracted. In particular, the relation be
tween the features can be given as a disjunctive normal 
form (DNF) o f the Boolean function whose arguments 
correspond to the features, and the rise o f  compactness 
o f the information o f  that relation reduces to minimiza
tion o f a Boolean function in DNF class. The ternary 
matrix cover technique is suggested to apply fo r  solving 
this problem. It is shown how to obtain a minimal set o f  
prime implicants using this technique.

Keywords', expert system, prohibition domain, ternary 
matrix, minimization ofBoolean functions.

I INTRODUCTION
One of the functions of an expert system is recognizing 
the object by its known features. Any feature is assigned 
with a Boolean variable that takes value I if the object 
has this feature, and value 0 if it has not [1]. Usually, 
there is a relation between features that is given by the 
prohibition domain. This domain is convenient to be 
given as a disjunctive normal form (DNF) of a Boolean 
function [1]. The problem of rising compactness of the 
prohibition domain is reduced to the minimization of a 
Boolean function in DNF class.

The concept of ternary matrix cover was introduced first 
while the problem of decomposition of Boolean func
tions was being studied [2]. It is similar to the concept 
“blanket” that was used in [3]. The ternary matrix is a 
form of representation of a completely specified Boo
lean function. Any ternary matrix can represent some 
arbitrary DNF of a Boolean function [4]. The rows of 
ternary matrix U represent the elementary conjunctions 
that are the terms of DNFs of given functions.

The approach connected with the concept of ternary 
matrix cover was successfully applied in solving such 
tasks as decomposition of Boolean functions, revelation 
of essential arguments and orthogonalization of Boolean 
functions. We show how one can apply this approach to 
obtain a minimal family of prime implicants of a Boo
lean function in solving the problem of its minimization. 
The problem of selecting the prime implicants that con
stitute a minimum DNF of the given Boolean function is 
reduced to the covering problem [4]. We suggest a new 
way of this reducing based on the operation of product 
ternary matrix covers. When the input Boolean function 
is given in arbitrary DNF, this way makes easier the

procedure of constructing Quine’s table [4] necessary 
for solving the covering problem.

П TERNARY MATRIX COVER
Let U  be a ternary (/ x n)-matrix (its elements are 0, I 
and [4], that gives DNF of Boolean function fix). 
The columns of matrix U correspond to variables 
x і, x2, . . . ,x n that are arguments of fix). Let 
x* = (xi*, X2* , ..., xn*) be a value of vector variable jc.

A ternary vector a is said to absorb a binary (Boolean) 
vector b if  b can be obtained from a by replacing sym
bols “- ’’by Oor I.

A family л of subsets (blocks) of the set of row numbers 
of ternary (/ x n)-matrix U  is called cover of U if for any 
Boolean vector де* of length n there exists a block in jt 
containing those and only those rows of U that absorb 
x*. Other sets of rows of U are not in я. Let us denote 
by t{x*, U) the set of rows of U  that absorb x*. Then the 
blocks of cover я  are all different sets t(x*, U) taken for 
all де* є  {0, I }". If no row of U absorb a Boolean vector 
де* є  {0, 1}*, then one of the blocks of cover я  is empty 
set 0 .

For every block rt,- o f cover n, the Boolean function 
jt,(jc) is defined such that я,(дг*) = I for any jc* є  {0, I }" 
if and only if t(jc*, U) = я,-.

For any ternary matrix there exists the single cover.

The methods for calculating the cover of a given ternary 
matrix are described in [5]. The simplest one of them is 
based on the operation of product of covers that is de
termined as follows.

Let covers я 1 and я2 be constructed for ternary matrices 
U i and U 2 relatively whose numbers of rows are the 
same and sets of columns correspond to nonempty sub
sets of the set of variables X\, x2, . . . ,x n. Let us form the 
set

X = {я 'іГж У я^єя1, Ti2Jen2i, я'<(jc)aji2/ jc) * 0}

and define the Boolean function Xfix) = 7t',(jc) л n2fx )  
for every element Xij= я ' , п  H2j o f X. Let us construct 
cover к  taking all different element of X as elements of 
я. For every block щ  of я we define the Boolean func
tion Tijx) as disjunction of all the functions assigned to 
elements of X equal to щ. We call cover я  the product of 
covers я 1 and я 2 (я = я 1 x тс2). The product o f covers is

1 1 1



shown in [6] to be commutative, associative and idem- 
potent.

Let a given ternary matrix U  be divided into two matri
ces £/T and U 2 where U' consists o f some column of U 
and U2 of the rest of the columns of U. If я 1 and Tt2 are 
the covers of matrices U ' and U 1 relatively, then 
л = я 1 X л2 is the cover o f matrix U. The cover of an 
one-column matrix is trivial. It has two blocks, one of 
which consists of rows containing 0 and the other 
of rows containing and I. The functions assigned to 
them are x and x  relatively where x  is the variable cor
responding to the considered column. So, cover я  of 
matrix U can be obtained as я  = я 1 x я2 x ... x я" where 
JT1j Tt2, . . . , я "  are the covers of one-column matrices 
equal to the columns of U  connected with variables 
Xi, x2, . . . ,x n relatively.

HI OBTAINING A MINIMAL FAMILY 
OF PRIME IMPLICANTS OF A 

BOOLEAN FUNCTION
Let a ternary matrix U represent a reduced DNF of a 
Boolean function fix), i. e. its rows represent the prime 
implicants o f fix). The minimal DNF of function fix )  is 
the disjunction of a minimum number of prime impli
cants such that for every value x* of vector variable x  at 
which fix ) = I, there is at least one among them that is 
equal to I at x = x*.

A minimal DNF of Boolean function f ix )  is represented 
by a ternary matrix that consists o f a minimal family of 
rows of matrix U covering all values of vector variable 
x  that tumyfx) into I. So, the problem is reduced to the 
classical problem of covering: to find a minimal subset 
of the set of matrix U such that for every nonempty 
block л,- of its cover л there is a row in this subset that 
belong to block л,-. In the terminology of [7] every block 
of such a cover is a Quine’s set.

Indeed, as it was said, every block я,- of cover я of ter
nary matrix U is equal to a set t(x*, U) of rows of matrix 
U that absorb a certain vector x* , and for every vector 
x* there is a block in я  containing the row of U that 
absorb x*. So, evety value x* such thatyjx*) = I is ab
sorbed at least by one row from the set satisfying the 
condition above.

The complexity of the problem of covering can be re
duced if there are obligatory prime implicants, i. e. those 
being in any minimal and even irredundant DNF. The 
set of such implicants is called kernel [4]. The whole 
kernel is included in the obtained DNF, and all values 
x* of vector variable x  covered by the kernel are ex
cluded from the consideration. The prime implicants 
absorbed by the kernel form so called anti-kernel [4]. 
They must be excluded from the consideration as well.

It is clear that if  block я,- o f cover я of matrix U  consists 
only of one row, then this row represents a prime impli- 
cant belonging to the kernel. It is easy to extract the 
kernel from matrix U  if  its cover is obtained.

The prime implicants corresponding to the rows of U 
each of which is only in the blocks of я where there is at 
least one element of the kernel form the anti-kernel.

In minimizing a Boolean function, any block of cover я 
containing another block as a subset may be excluded 
from the consideration. This and above acts of reducing 
agree with reduction rules [4] that are used in solving 
the problem of covering.

Example
Let us consider the matrix of prime implicants taken 
from [7]:

X,
' I

X2
0

X3 *<
I

*5
I ' I

0 0 0 - I 2
0 — I 0 — 3
_ 0 0 I I 4
0 0 — 0 I 5
I — I I I 6
— — I 0 0 7
I I — 0 — 8
— I I 0 — 9
- I I - I 10

For one-column matrices obtained from U we have two- 
block covers я 1 = {(1,4, 6, 7, 8, 9, 10), (2, 3, 4, 5, 7, 9, 
10)}, я2 = {(1, 2, 3, 4, 5, 6, 7), (3, 6, 7, 8, 9, 10)}, 
я3 = {(1, 2, 4, 5, 8), (1, 3, 5, 6, 7, 8, 9, 10)}, я4 = {(1, 2, 
4, 6, 10), (2, 3, 5, 7, 8, 9, 10)}, я5 = {(1, 2, 3, 4, 5, 6, 8, 
9, 10),(3, 7, 8,9)}.

The product of them is я = я 1 x я2 x я 3 x я4 x я5 = {(1,
4) , (I, 6), (7), (8), (6, 10), (7, 8, 9), (8, 9, 10), (2,4), (2,
5) , (3, 5), (3, 7), (3, 7, 9), (3, 9, 10), (10)} that is the 
cover of matrix U.

Rows 7, 8 and 10 form one-element blocks that are 
elements of the kernel. The anti-kernel consists of only 
one row 9, as it is the only row that is only in those 
blocks that contain the elements of the kernel. Having 
kept in the obtained cover я  only those blocks that do 
not contain other blocks as subsets, we obtain {(1, 4), 
(I, 6), (7), (8), (2, 4), (2, 5), (3, 5), (10)}. Remove one- 
element sets from the obtained family, and as a result of 
it we have {(1, 4), (1,6), (2, 4), (2, 5), (3, 5)}. Then, we 
should choose a minimal set of rows of U such that any 
of remaining blocks contains at least one row of this set.

One of the solutions of our task is the matrix consisting 
of rows I, 2, 5, 7, 8, 10 o f matrix U:

■h
‘ 1

*2
0

*4
I

*5
I I

0 0 0 - I 2
0 0 — 0 I 5
— — I 0 0 7
I I - 0 - 8
- I I - I 10

Note, that the field of the search can be considerably 
reduced, if  in successive taking products of covers, the 
rows forming one-element blocks are removed.
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IV CONCLUSION
The described approach is intended to apply it in solv
ing the problems of the Boolean function theory that is 
connected with the specification of functions in the form 
of a ternary matrix representing DNF. It should be noted 
that efficiency of this approach depends very largely on 
the number of blocks of the cover of the initial ternary 
matrix. The suggested approach can have the advantage 
compared with the method of simple sets described in 
[4,7] for ternary matrices with the relatively large num
ber of rows and small number of columns.

The work is partly supported by ISTC, Project B-986.
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Abstract—- In this paper we present a theoretical model based 
on soft computing to distribute the time/cost among the 
industry/machine sensors or effectors based on the type of the 
application. One of the most unstudied significant work is to 
recognize which sensor in an industry for example has higher 
priority than others. This is important to know which sensor to be 
checked first and within time limits of the system response. The 
problem of such systems is their variant environmental situations. 
Based on these varied situations, the priority of the importance of 
each sensor might change from time to another. Due to this 
uncertainty and lack of some information, soft computing is 
considered to be one of the plausible solutions. The presented idea 
is based on initially training of the system and continuously 
exploiting the system experience of the degree of importance of 
the sensors. The proposed system has three main stages, the first 
stage is concerned with training the system to obtain the necessary 
system time to respond, the necessary time allocated to recognize 
which sensors to check (or which has higher priority), and the 
initial importance value for each sensor, which indicates the initial 
judgment about the sensor importance. The second stage is to use 
the system experience about the importance of the sensor using 
fuzzy logic to decide the final values of each sensor's importance 
Based on the output of the second stage and the output of the first 
stage, the system distributes the time/cost among the sensors (some 
sensors with lower priority might be neglected). The main idea of 
the proposed work is based on neurofuzzy

Keywords—  soft computing, neural networks, fuzzy logic 

I. Introduction

We introduce in this section the soft computing and its 
applications. On the other hand we define the system which 
we present in this paper. It is time/cost distributor system.

A. SoftComputing

Soft computing (SC) is a term originally expressed by Lotfi 
Zadeh [1][2] to denote systems "exploit the tolerance for 
imprecision, uncertainty, and partial truth to achieve 
tractability, robustness, low solution cost, and better rapport 
with reality" [2]. Soft computing differs from conventional 
(hard) computing, unlike hard computing, it is tolerant of 
impression, uncertainty, partial truth and approximation. The 
human mind is the way in which soft computing work. SC 
teclniques are a natural way of handling the inherent

flexibility with which humans communicate, request 
information, describe events or perform actions. Soft 
computing has been divided into two groups namely 
knowledge driven reasoning such as fuzzy logic and 
probabilistic reasoning, and data driven search and 
optimization approaches such as neuro computing and 
evolutionary computing[l][2]. Soft computing is a partnership 
in which each of the partners contributes a distinct 
methodology for addressing problems in its domain. Based on 
this vision, the main constituent methodologies in SC are 
complementary rather than competitive. At present, the 
research activities of SC applications are focused in the areas 
of structural engineering, environmental engineering, geo
technical engineering, intelligent interfaces, information 
retrieval and intelligent assistants. One of the good examples 
of a particularly effective combination is what has come to be 
known as "neurofuzzy systems". Such systems are becoming 
increasingly visible as consumer products ranging from air 
conditioners and washing machines to photocopiers and 
camcorders[3][4][5]. Other combinations could be a neural 
networks and genetic algorithms which is termed by 
"neuroevolution". Neuroevolution has proven very high 
capabilities in various applications and in reinforcement 
learning tasks [6-19]. In difficult real-world learning tasks 
such as controlling robots, playing games, or pursuing or 
evading an enemy, there are no direct targets that would 
specify correct actions for each situation. In such problems, 
optimal behavior must be learned by exploring different 
actions, and assigning credit for good decisions based on 
sparse reinforcement feedback. Comparing neuroevolution to 
the standard reinforcement learning, neuroevolution is often 
more robust against noisy and incomplete input, and allows 
continuous states and action naturally. Much of the research in 
neuroevolution is on control tasks such as pole balancing and 
mobile robot control. Some other applications are related to 
industry controllers. Other existing combinations is the 
combination of neural networks, genetic algorithms and fuzzy 
logic. Such systems area used in industry, medicine, 
prediction and game playing [7][11][14][16][17][19].

B. Time/Cost Distributor System

Some of the very common systems for applications is 
applying Neural networks, genetic algorithms, frizzy systems, 
evolutionary computing or combination of them in the real 
time industry system. In all the applications, the used 
technology works to simulate, control or improve the
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performance of the industry. None of these trials considered 
the system response time. Due to some factors, the industry 
should take a certain action. The problem is to know which 
sensors should take more /less time to be checked to allow the 
system to take the proper action within the time limit. Based 
on the industry situation, the needed sensors to be checked 
differ from time to time. We shall define the Time/Cost 
Distributor System (T/CDS) as a system that is responsible for 
distributing the given time to the sensors based on their 
importance to give the system the opportunity to respond 
within the time limit. This means, in certain cases all the 
sensors might be checked, whereas in some other cases some 
of them are checked. Figure I depicts T/CDS. As shown in 
Figure I, the surrounding environment is the input of the 
T/CDS. T/CDS distributes the time to be obtained by one of 
its stages among the sensors to be checked based on their 
importance according to the current situation. The output of 
T/CDS is the time slot allocated to each sensor to be checked. 
TSj in the figure means the slot of time allocated to the ith 
sensor.

Some of the applications that might use T/CDS are:

1. Robots that play soccer. At certain position(mostly), the 
robot has to know where to pass the ball very quickly 
(might not check all his surroundings), otherwise, one of 
his opponents might come and get the ball.

2. Automatic pilot in cases of emergency. A very fast 
response is required based on the situation or the plane 
might get crashed.

3. Games where players should do some action or otherwise 
destroyed by other player.

4. Industries and controllers

Another version of the same time distribution for controllers is 
the cost distributors. Cost distributors can be used in economic 
and commercial applications. It can also be used in 
information retrieval based on speed, memory and the size of 
the databases.

II. RESEARCH OBJECTIVES

Designing T/CDS which is able to decide which sensor should 
be given more /less priority in a given environmental situation, 
or even which is to be neglected is the main objective of this 
research. This increases the ability to take the appropriate 
action within time limits. The T/CDS should be able to decide 
the necessary time limit for the whole system to respond, and 
the time limit necessary to check the sensors with higher 
priority. To simplify this process, we consider Tl

Figure I. Timc/cost distributor system

as the time limit for the system to respond. T2 is the time to be 
lost to check the selected sensors. T3 is T1-T2 which is the 
remaining time for the system response. The proposed T/CDS 
is based on soft computing and more specifically on 
neurofuzzy system. Soft computing is used here to overcome 
the problem of uncertainty, partial truth and approximation. In 
[15], T/CDS system based on neuroevolution for real time 
system controllers is proposed. The proposed system has four 
main stages, the first one is to decide the time constraints 
based on the given environment surroundings, the second 
stage is to distribute the time/cost to determine the importance 
of each behavior based on the decided time by stage one. 
Stage three is to take the output of stage two to place 
appropriate controller action which finally applied to the 
fourth stage to recognize the final action of the system. It is 
shown how the proposed system can be applied on a soccer 
robot example. The main difference between this approach 
and the approach which we propose is that the system in [15] 
is based on neuroevolution and fitness function to decide the 
degree of the importance of the sensor, whereas in our 
proposed system as we shall see, the degree of the importance 
of a sensor is based on the system experience which finally 
uses the neurofuzzy to decide it. In general, neuroevolution 
technique is good when no enough examples can be provided, 
its performance depends highly on the fitness function which 
is in common not easy to have an optimum one. On the other 
hand, neurofuzzy is basically based on uncertainties and lack 
of information, moreover, it is in general faster than 
neuroevolution in such kind of problems.

Deciding the necessary time (changeable) to perform the 
action which is changeable in real time applications, is one of 
the very challenging and not yet widely tackled problems. 
This problem is difficult to solve using neural networks alone 
because in many different situations the time needed and the 
action to be taken is changeable. This research is a continuous 
research started in [15]. It is to explore and investigate a 
solution to the posed problem of T/CDS using neurofuzzy 
technique. The purpose of this research is to help other 
researchers to tackle the problem of T/CDS in a near future.

III. THE PROPOSED SYSTEM 

The proposed system is based on three stages:

1. Time/ sensor decider : This stage is concerned with
deciding the time limit of the system and the time needed 
for the sensors to be checked. In addition, this stage is 
concerned with specifying an initial value for each sensor. 
This value is to indicate an initial impression about the 
importance of the system. This stage is based on 
Backpropagation algorithm since several examples can be 
provided. The input for this neural network is the 
environment inputs and the output is the Tl, T2 and the 
initial importance value for each sensor based on the given 
environment inputs. This stage is firstly used alone to train 
the system, then used as apart of the T/CDS system to get 
the values of the sensors, and Tl and T2.

2. Sensor priority decider : Deciding the final value of the 
importance of each sensor is the main goal of this stage. In 
this stage, soft computing is used. We take each sensor's
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importance value obtained from stage I as input to a fuzzy 
membership function (fuzzy set) and the old experience 
about the importance of this sensor in various environment 
situations. The experience importance value is obtained by 
getting always the average value of the importance value 
of the sensor. The experience value is passed to a fuzzy 
set. The initial value for the experience sensor value is 0. 
The stage uses these two inputs to produce the final value 
of importance for the sensor in the current situation. This 
;s done by a constructed fuzzy rules and defuzzifying by 
using center of gravity or Sugeno-style inference. Using 
the system previous experience of the importance of the 
sensor is very significant. This will help the system to 
always scale up the importance of the sensor and how 
often it is used.

3. Selecting the sensor: One of the important inputs for the 
T/CDS is the time needed by each sensor which is known. 
Knowing the importance of each sensor, the sensors are 
ordered based on their importance. The sensors to be 
checked are selected based on their priority order and T2.

Figure 2 shows the stages of TC/DS. A detailed explanation 
about the proposed system is provided in the next sections.

A. TimeSensorDecider

In this stage, time needed for the system to respond, the time 
needed to check the sensors and the values that specify the 
initial importance of the sensors are produced. This output is 
based on the current situation of the environment. The current 
situation of the environment is the description of the 
surrounding situation. To clarify, if the situation we have may 
produce a voice and a shape might be seen, the sensors 
related to voice recognition and vision are necessary, whereas 
a sensor related to touch might not be important in this case. 
Another situation is based on touch only which means the 
touch sensor is the only (the most important) sensor needed in 
this case. Knowing this, we can train a neural net using 
backpropagation. In our training, in addition to the sensor 
importance, we can also provide the time needed for the 
system to respond and the time needed to check the higher 
priority sensors. Figure 3 shows the Time/ sensor decider. The 
importance sensor in the figure and later in the text is termed 
as ISj to indicate the importance of the jth sensor. In case 
where no enough examples can be provided, neuroevolution 
technique can be used to find the values of Tl and T2. This 
needs a good fitness function based on the factors related to 
the problem domain. In addition, certain genetic operators are 
to be used properly.

This stage is to decide the final value for the sensor 
importance. The inputs of this stage are obtained from the first 
stage. For each sensor, there is a subsystem to obtain its final 
importance value. To find the final value of the sensor 
importance, inputs of the subsystem are inputs for a 
membership functions. The output of the membership 
functions are passed to fuzzy rules and finally defuzzifying is 
applied to get the final value of the sensor importance. The 
first input is SIjj where the second input is the average value 
of the jth sensor in each environment situation and indicated 
by AVGj. The initial value of AVGj is O.To clarify this point, 
let us assume that we have tried n arbitrary number of 
environment situations, and let us assume further that ISjjc is 
the importance value of the jth sensor in the kth environmental 
situation. Then

n

AVGj= (X ISjk ) In

k=l

The computation of the AVGj is considered to be a main 
factor of the final decision to reflect the importance of the jth 
sensor over various situations. This step will help the system 
to Ieam from its experience. An example of some of the rules 
that might be used in such as a system:

IF ( ISjk is low) and (AVGj is low) Then (ISjk is low)

IF (ISjk is low) and (AVGj is high) Then (ISjk is moderate)

IF (ISjk is high) and (AVGj is high) Then (ISjk is high)

IF (ISjk is Med.) and (AVGj is low) Then (ISjk is low)

These rules are absolutely domain dependent and based on the 
used membership functions. In the final stage defuzzifying is 
applied to obtain the final value of the sensor importance 
(FIS). This is done by any of the methods of defuzzifying such 
as Center of Gravity or Sugeno-Style inference. Based on the 
FIS value for each sensor, It would be very simple to order the 
sensors. The higher is the value of the FIS for the sensor, the 
more important is the sensor. Figure 4 shows the sensor 
priority decider stage.

C  Sensor Priority Decider

S y s t e m  t i m e  
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In this stage, the outputs of the first and second stages are used 
as inputs. The inputs of this stage are the final importance 
sensor values (FIS) for all the sensors and the time needed to 
decide the importance of the sensors (T2). The importance of 
this stage is to distribute the T2 among the sensors based on 
their importance values. Each sensor's needed operation time 
is known. This will help in deducting the operation time of the 
chosen sensor based on the priority from T2. This process will 
continue until the T2 is over. Some of the special cases 
regarding the left time of T2 and tbe time of the selected 
sensor's operation time might be considered. In some cases, 
the left time of the T2 is less than the necessary operation time 
for the selected sensor. In this case, the next priority sensor's 
operation time is checked. Figure 5 shows selecting the 
sensor stage.

To clarify the idea of selecting the sensors, let us consider 
Table I. It is assumed in the table that Tl is 30 and T2 is 10. 
Therefore, T3 = T1-T2 and is equal to 20. We assume further 
that we have six sensors in our system, each of which has a 
specific time to be checked (sensor requested time). The 
sensor priority in the table is assumed to be obtained after 
getting the FIS for each sensor. Based on the T2, this time has 
to be distributed among the sensors of the higher priority. 
Sensors 4,1,3, and 6 are chosen in order for the sensors to be 
checked. It is to be noted that sensor 3 should be chosen 
instead of sensor 6, but because sensor 3 needs more time, 
which makes the total time (summed time of the selected 
sensors) exceeds T2, sensor 6 is chosen instead. A very 
important note can be considered here, the sensor requested 
time can be one of the main factors in the fuzzy rules or fuzzy 
sets to decide about the degree of the importance of the sensor 
instead of doing the procedure of exchanging the priority of 
the sensor 6 with that of sensor 3.

C. Selecting the Sensor

Figure 4. Sensor priority decider.

In this paper we tried to focus on a spot of research which has 
not been tried extensively. A theoretical model to solve the 
problem of distributing a slot of time to decide which sensors 
in industry or controller have more importance and effect than 
others in system response within time limits is developed. The 
main problem is that, considering all the sensors to take a 
decision might lead to inappropriate response time. Due to the 
lack of information and uncertainty emerged from various 
environmental situations, soft computing is used as a key 
operator to the developed system. One of the main points of 
the proposed system is its dependence on its experience about 
the history of die degree of the importance of the sensor. The 
developed system is based on three stages, training and 
producing the initial importance values for the sensors, 
obtaining the final values of the importance values for the 
sensor, and finally determining which sensors to be checked 
to take the action of the system within time constraints. This 
paper is the first part of a sequence of continuous work. I t 's 
main goal is to help researchers to widen their perspective 
towards a solution to this not yet solved problem. Some of the 
future directions are I. Exploring other solutions to the 
time/cost distribution problem 2. Implementation of the 
proposed system and apply it on various applications.

IV CONCLUSION

TSn

Figure 5. Selecting the sensor stage.

TABLE I. AN EXAMPLE OF THE SELECTING THE SENSOR 
STAGE OF THE T/CDS

Tl T2 T3 Sensor

number.

Sensor
requested
time

Sensor

priority

Selected

sensors
time

30 10 20 I 5 2 5

2 3 4 0

3 2 3 2

4 I I I

5 4 6 0

6 2 5 2
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Abstract: This work is devoted to development o f new 
algorithm o f the decision o f a matter about matching. In 
the result the algorithm o f search maximal matching in 
graphs has been developed and realized, the estimation o f 
its complexity, and comparison with existing algorithms 
have been made. Its characteristics, merits and demerits 
have been investigated too.

Keywords: Matching, Graphs, Trees.

I. INTRODUCTION
Heuristic algorithms of the matter about matching are 
applied at designing engineering networks, 
communications, constructions of systems of support of 
decision-making in uncertain conditions, by development 
of bases of knowledge of intellectual systems etc. [1]. 
Tasks of such type concern to resetted tasks with 
exhibited time complexity. In this connection various 
heuristic approaches for construction of algorithms with 
polynomial time complexity are developed. There are 
algorithms of definition matching in the graph, based on 
use of streams in networks Г2,3], imitating modeling [4], 
and other heurisms. In this work the method of definition 
maximal matching is offered, it is based on ideas of 
transformation any the graph in a tree in which search 
maximal matching is carried out.

The problem of search of matchings in graphs is solved 
for a long time, and for their finding a number of effective 
algorithms is developed:

- Ford-Fulkerson’s algorithm [5];
- Edmond-Carp’s algorithm [5];
- Kuhn’s algorithm [5];
- Hdpcroft-Carp’s algorithm [5];
- Quantum algorithm [6];
- Parallel algorithm [7].

Lack of many algorithms is that they are applicable in the 
majority only to double-segmented graphs. Because of 
there is not in each real task double-segmented graph is 
applied it is essential lack. It is possible to notice, that 
algorithms which are applied by search of matchings in 
the double-segmented graph differ simplicity of 
understanding, simplicity of their realization, and smaller 
labour input. By looking at algorithms of search of 
matchings in any graphs it is possible to notice, that their

basic advantage is universality, all other characteristics 
are worse, than for double-segmented graphs.
This implies, that development of algorithm which will be 
applicable to any the graph is expedient, it will be 
universal, but will have at the same time simplicity of 
realization and the small labour input inherent to double- 
segmented graph.

II. STATEMENT OF THE TASK. 
GENERAL IDEA OF THE ALGORITHM 

OF SEARCH OF MATCHING

The subset M of edges the graph G refers to matching if 
any two edges from M have no common top [8].

G = {V, E) ,  (I)
where G -  graph, V -  number of tops , E -  number of 
edges,. For example, in the graph, which is set on fig. I 
multitudes TkTl = { ],[v)4 ,-O5 ],[xj6 ,\)8],[-u7 ,U10]} and

M 2 = Itu1,u 2],[u3,u 5], fa,и ,Щ ,Ufa],Ity5̂ 0]]; are
matching. Thus M 2 is maximal matchings as, obviously, 
matchings in G cannot have more than IV 1/2 edges. 
The task about matchings consists in a finding in the 
given graph G = (V,/J) maximal matchings M . If 
capacity of matchings is equal IV 1/2,  to the greatest 
possible value in the graph with I V I tops, matchings 
refers to full, or perfect [8].

'i. »< 'I,

Integrated algorithm of search of matchings consists of 
the following stages:

1) Transformation the graph in a tree;
2) Construction of matchings for a tree;
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3) Restoration the initial graph with application of 
algorithm of pushing out for preservation maximal 
matchings.

For transformation the graph in a tree the algorithm of 
wave search of contours in the graph is developed.

Let’s look through the graphs, represented on fig. 2.

Fig. 2 -  Initial graphs.

The top in the graph (for example) г), any way gets out. 
From this top on the graph the wave is started which 
changes a flag of a condition of each top the graph 
through which it passes. If the flag of the condition on any 
top varies twice in the graph there are contours. After 
finding of a contour splitting top is made in which the flag 
changed twice, on two tops. In the given example such 
tops will be tops V3 and U4. The top U3 further gets out

and its splitting into two tops U31 is carried out and U3 . 
After that transformation of graphs becomes, represented 
on fig. 3.

After that values of flags of a condition of all tops are 
nulled, and the algorithm all over repeats again. Work 
comes to the end, when in the graph will not be found any 
contour or if the flag of a condition will not change twice 
at one lop. It is obvious, that this algorithm of 
transformation the graph in a tree will work on any graphs 
because for anyone the graph containing a contour, 
removal of this contour by the algorithm described above 
is possible. And the graphs, which is not containing 
contours, by definition is a tree.

III. CONSTRUCTION OF MATCHINGS 
FOR TREES

The matchings for a tree constructs by the following way: 
Step I: Gets out any trailing top of a tree, and an edge 
incidental to this top appears an edge of matchings.

Step 2: Edges the graph, adjacent chosen are painted over, 
and further are not examined.

Step 3: All tops of the tree which has been not used 
earlier, adjacent painted over, appear trailing.

Step 4: Check if there were trailing tops, we come back to 
a sLep I, differently the matchings is constructed.

If to continue examining the example on a step I any 
trailing top gets out, for example, U32 and the edge by the 
edge of matchings appears adjacent to it. Further the edge 
adjacent to it [u2,u4], is painted over, and further is not 
examined. Two tops remains. Some of them gets out the 
edge adjacent to it an edge of matchings, for example, U3 

appears. Further the edge adjacent to it fu, ,U2] , is 
painted over, and further it is not examined. Trailing tops 
did not remain any more, work of algorithm is completed. 
The tree will be transformed in represented on fig. 4.

Fig. 4 -  The matchings in a tree.

After construction of matchings it is necessary to 
transform a tree in initial graphs. For this transformation it 
is prospected in a tree of tops which were tops of splitting 
of a contour earlier, and these tops incorporate in one (fig.
5).
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May be such situation at which at association of tops the 
condition of an accessory of edges the graph to matchings 
(as well as has taken place in an example) is broken, it 
means that adjacent edges will concern to the matchings. 
For elimination of this lack, the algorithm of pushing out 
is applied. This algorithm means pushing out of an edge 
of the matchings on other adjacent edges the graph (if 
they cannot concern to other edges of matchings, they are 
not painted over), or may be exception of this edge of set 
of edges of the matchings if pushing out of any edge is 
impossible.

In the given example the edge (T)3 ,D4 ] is examined. 

Pushing out of it is impossible, as the edge [D2 ,D4 ] is the 

painted over edge concerning an edge [d 2 ,D 3 ] which is an 

edge of the matchings. The edge [d 2 ,D3 ] is examined. It 

can be pushed out on an edge [D1 ,D2 ] . If the edge

[D1 ,D2 ] did not exist, the edge |d 2 ,D 3 1 should be 
removed from set of edges of the matchings. All edges 
which concern to the matchings are looked through. All of 
them satisfy to a condition of existence of matchings, 
work of algorithm is finished. Final graphs is represented 
on fig. 6.

After association of all broken before tops and check of 
all edges of the matchings the algorithm comes to the end, 
matchings is constructed.

IV. NECESSARY STATEMENTS AND 
POSSIBLE PROOFS

The important stage in development of algorithm is the 
proof that given matchings really is maximal.

The tree is represented as set of stars and circuits. The tree 
consisting of two stars and three additional edges is 
examined. The matchings will be constructed for it by the 
method which was described above. It is maximal. We 
shall assume that the developed algorithm is fair for any 
tree. For the proof we shall take advantage of a method of 
a mathematical induction.

The theorem I .

For any natural n number of stars of a tree and m 
additional branches of a tree the matchings, constructed 
by algorithm of movement from periphery to the center is 
maximal.

The proof.
Direct check of this statement for each value n also m is 
impossible, as the set is indefinite. For the proof of this 
statement, its validity is checked all over again for 
n = I m = I . Then it is proved, that at any natural value 
к , p  from validity of the examined statement at n = к , 
m = p its validity and follows at /i = Jfc + 1 m = p + l .

Then the statement takes for granted for all n and m . 
Really, the statement is fair at n = I m = I . But then it is 
fair and for the following number 
n = l + l  = 2 m = 1 + 1 = 2.  From validity of the statement 
for n = 2 , m = 2 its validity follows for 
n = 2 + l = 3m  = 2 + l = 3. Validity of the statement for 
/1=4/71 = 4 , etc. from here follows. Clearly, that, 
eventually, we shall reach any natural number n m . 
Means, the statement is true for anyone n m .

The assumption of that finds that the developed algorithm 
maximal matchings for any tree is proved.

V. THE ESTIMATION OF COMPLEXITY 
OF ALGORITHM

Labour input (complexity) of algorithm of the decision of 
the given task is the function /  putting in conformity to 
each natural number n an operating time /(и )  of 
algorithm (at worst on inputs of IengLh n ). Otherwise, 
function / (n )  is the maximal operating time of algorithm 
on all inputs of the task of length n .

At a presence of estimations of complexity of algorithms 
the symbolics O is used.

The algorithm consists of three stages:

1) Transformation the graph in a tree;
2) Construction of matchings for a tree;
3) Restoration initial the graph with application of 
algorithm of pushing out for preservation maximal 
matchings.

Labour input of each stage is examined. Transformation 
the graph in a tree means viewing all tops the graph so 
much time, how many the closed contours from three tops 
contain in the graph. The maximum quantity of contours 
from three tops equally to a number of combinations from

I V  I!IFI on 3 , and it is in turn equal --------------. If contours
3!(l V I —3)!

does not exist, complexity of this stage will consist in 
viewing all tops the graph and makes 0(1 V I).
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In case of full the

0(1 V71 * IV I!
3!(l P I —3)!)•

graph, complexity makes

Proceeding them it, labour input of the given stage can
I Vr I!change from 0(1 P I) up to 0(1 P I * ------- — — ).

6 F 3!(l P I -3)!

Construction of matchings on a tree means viewing all 
edges of a tree. Proceeding from this, labour input of this 
stage 0(1 E I) .

Restoration initial the graph with application of algorithm 
of pushing out means viewing IV I * IV — 11 tops the 
graph during their connection and I E I edges the graph 
for pushing out. Complexity of this stage 
0(1 E I + I P I * I P  —II) .

General minimal complexity of algorithm 
makes: 0(1 V 1) + 0(1 £0  + 0(1 El + I P 1*1 V—11)= 0(1 V 1 + 
+2*I£I+IPI*IP-1I). General maximal complexity of 
algorithm makes:

0(1 V I *----— ----) + 0(1 £1)+0(1 £1+1 V 1*1 V - l l )  =
31(1 V 1-3)!

0(1 P I *----— ----+ 2*1 £1+ I V I * I V — 11).
31(11'1-3)!

The memory size, required by algorithm is equal from P 2

i f  IVI! ^up to P +
31(1 V 1-3)!

VI. RESULTS OF TESTING

To compare various methods of the decision of some task, 
it is necessary to lead at the first theoretical comparison, 
at the second practically to confirm the received results.

Theoretical comparison on volume of used memory and 
labour input for some algorithms of search maximal 
matchings is resulted in table I.

Table I. Theoretical com parison of m ethods o f search 
m axim al m atchings.

Hopcroft- 
Carp ’ s 
algorithm

double
segment

0(min(IPI,IUI 
*1 £1)

P 2+ —
2

Parallel
algorithm

any V* E2 
° ( 0 ’ >

7 P 2 * P 2 + — 
2

Quanmm
algorithm

double-
segment

0(> /P ),0(P ) 5*P2

Transform 
the graph in 
a tree

any
0(1 VI +2* IVH 

+IPUIP-II)

0(1 P I *
I PI!* +

Э (I P I —3)!
+2* I E I +
+IPUIP-ll)

P 2,
P 2 +

(  I PI! ^
k3!(IP!-3)!;

It is visible from the table, that the most toilful are 
methods for any graphs. Algorithms for double- 
segmented graphs have approximately identical labour 
input and quantity of used memory. Realization of 
algorithms confirms theoretical results.

VII. THE CONCLUSION

As the result of the given work the algorithm of 
representation the graph as a tree and constructions for it 
maximal matchings has been developed. The method has 
included the following algorithms:

- Algorithm of transformation the graph in a tree;
- Algorithm of construction matchings in a tree;
- Algorithm of restoration the graph;
- Algorithm of pushing out.

In result it has been found out, that the developed 
algorithm of representation the graph as a tree has the 
following characteristics:

The name of 
a method

Type the 
graph

Labour input Used
memory

Edmond-
Carp’s
algorithm

double
segment

0 ( P * £ 2) p 2+ 2̂

Kuhn’s
algorithm

any 0 ( P * £ 2) IPi2

- Is simple in realization and understanding;
- Has comprehensible time of the decision;
- Uses memories no more, than other algorithms.

The developed algorithm of a presence maximal 
matchings can be applied to the decision of the broad 
audience of practical tasks, for example, for construction 
of systems of support of decision-making in uncertain 
conditions, by development of bases of knowledge of 
intellectual systems, for the decision of the task of routing 
of packages in local networks, etc.

The main advantage of algorithm is that it is universal and 
has comprehensible time of the decision.
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Lack of the given algorithm is that fact, that its labour 
input is influenced by structure the graph. The more 
contours contains graphs, the above complexity of 
algorithm. Though at small quantity of contours the 
algorithm is effective enough.
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Abstract-The artificial neural network (ANN) technique 
fo r  the data processing o f  on-line fatigue crack growth 
monitoring is proposed after analyzing the general 
technique for fatigue crack growth data. A model for 
predicting the fatigue crack growth by ANN is presented, 
which does not need all kinds o f  materials and 
environment parameters, and only needs to measure the 
relation between a (length o f crack) and N  (cyclic times o f  
loading) in-service. The feasibility o f  this model was 
verified by some examples. It makes up the inadequacy o f  
data processing fo r  current technique and on-line 
monitoring. Hence it has definite realistic meaning for  
engineering application.

Keywords: Artificial neural network; Fatigue crack 
growth; On-line monitoring.

I. Introduction

In spite of decades of investigation, fatigue response of 
materials is yet to be fully understood. This is partially 
due to the complexity of loading at which two or more 
loading axes fluctuate with time. Examples of structures 
experiencing such complex loadings are automobile, 
aircraft, off-shores, railways and nuclear plants. 
Fluctuations of stress and/or strains are difficult to avoid 
in many practical engineering situations and are very 
important in design against fatigue failure. There is a 
worldwide need to rehabilitate civil infrastructure. New 
materials and methods are being broadly investigated to 
alleviate current problems and provide better and more 
reliable future services.

Often used approaches to evaluate fatigue crack response 
of materials are based on fracture mechanics [1-2] and 
damage mechanics [3]. Generally, the Paris-Erdogan 
formula [1-2]:

—  = C(AK)m (I)
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is used to analyze fatigue crack growth process data and 
predict remaining life, where da/dN is the crack growth 
per cycle, a is the crack length, N  is the number of loading 
cycles, AK is the stress intensity range, and C and m are 
material constants that are determined experimentally. 
Flowever, there are many factors influencing fatigue crack 
growth, including loading frequency, stress ratio, loading 
waveform, geometric size of components and specimens, 
composition, concentration and temperature of 
environment mediums, metallurgical composition and 
heat treatment of materials and many other factors.

Fatigue is a mechanism of crack growth. Fatigue cracks 
occur by cyclic loading under lower stress condition than 
the maximum allowable stress. The fatigue crack growing 
process is classified in three regions according to the 
change of fatigue crack growth rate, da/dN.

Region I is a state of crack initiation. The value of the 
stress intensity factor (K) is as low as the fatigue threshold 
(Klb), and the crack growth rate is very slow.

In region II, the crack growth rate increases according to 
the crack length. The crack growth condition in region II 
is the so-called stable crack growth.

In region III, the crack-growth rate quickly increases and 
failure of the material occurs. It is called unstable crack 
growth.

The boundary between regions II and III is the transition 
point (Klr) [4], and the stress intensity factor at failure is 
known as the fracture toughness (Kc).

The stress intensity factor defines the amplitude of the 
crack tip singularity and is a function of the applied 
nominal stress (a), the crack length (a), and a geometric 
function (F) [5]:

K  = FcrJna. (2)
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Numerous analytical and empirical methods have been 
developed to explain fatigue crack growth and predict 
fatigue life, and most of these methods generally require 
extensive fatigue test data [6]. Fatigue tests are difficult, 
time-consuming and costly, and in general there are no 
accepted criteria that can satisfy design requirements.

In recent years, an artificial neural network (ANN) has 
emerged as a new branch o f computing, which tries to 
mimic the structure and operations of biological neural 
systems. An ANN is able to leant by example and does 
not have to know the theory behind a phenomenon. This 
quality is useful to describe problems where the 
relationships of inputs and outputs are not clear enough or 
the solutions are not easily formulated in a short time.

Pidaparti and Palakal [7] developed an ANN model to 
represent the fatigue crack growth behavior under 
spectrum loading. The inputs were information about the 
features in the spectrum loading and crack growth 
behavior, and the output was the corresponding loading 
cycles. A material parameter network for modified Paris 
Law was also developed in their study.

Haque and Sudhakar [8] described an ANN model to 
ana'yze corrosion fatigue crack growth rate in dual phase 
steel. The inputs were the stress intensity factor range, 
AST, and volume percent of martensite content and outputs 
were crack growth rate. Six groups of AaIdN versus AK 
relationship corresponding to different martensite 
contents were trained, and the neural network (NN) 
analysis provided a good match with the experimental 
data.

Aymerich and Serra [9] used a neural network to predict 
fatigue strength of a graphite-peek composite with 63% of 
fiber content. The input parameters were the number of 
cycles at failure and the stacking sequence of the 
laminate. The neural network used showed the capability 
of predicting fatigue life for laminated composites.

Lee et al. [10] investigated the feasibility of using ANN to 
predict fatigue lives of five carbon and one glass fiber- 
reinforced laminates. A three-parameter Weibull 
distribution was used to estimate the number of cycles for 
various levels of failure probability from experimental 
data. The peak stress, minimum stress and the failure 
probability level were the most appropriate inputs from 
the root-mean-square trials. They applied ANN to train 
fatigue data for four CFRP systems to predict the 
response of ІГГА/982. The results showed the log-life was 
well within the normal experimental spread of data for 
composite materials.

Artymiak et al. [11] applied ANN to estimate finite life 
fatigue strength and fatigue limit. The notch factor, tensile 
strength, yield strength and nominal stress were employed 
as input parameters. The output parameter was the 
endurable number of load cycles. The results showed that 
NN was capable of describing the expected S-N curve.

Pleune and Chopra [12] studied the effect of light water 
reactor coolant environments on fatigue resistance of

plain carbon steel and low alloy steel using ANN. The 
authors showed that ANN had a great potential of 
predicting environmentally influenced fatigue. The ANN 
output of the effects o f sulfur content, strain rate and 
temperature on the fatigue lives in air showed good 
agreement with the statistical model.

Venkatesh and Rack [13] developed an ANN for 
predicting the elevated temperature creep fatigue behavior 
of Ni-based alloy INCONEL 690. Five extrinsic 
parameters (strain range, tensile strain rate, compressive 
strain rate, tensile hold time, and compressive hold time) 
and one intrinsic parameter (grain size) were training 
inputs. Fatigue life defined by complete fracture of the 
specimen was the predicted output. Close agreement 
between experimental and predicted life for the test points 
was observed with the NN approach.

Fujii et al. [14] used a Bayesian TslN for analysis of fatigue 
crack growth rate of nickel-based super-alloys. The 
database consisted of 1894 combinations of fatigue crack 
growth and 51 inputs. The output was the logarithm of 
fatigue crack growth rate. A group of seven of the best 
models showed minimum test error and provided a close 
agreement with experimental data. This NN method 
demonstrated the ability o f revealing new phenomena in 
cases where experiments cannot be designed to study each 
variable in isolation.

Biddlecome et al. [15] developed an optimization based 
NN method to predict fatigue crack growth and fatigue 
life for multiple site damage panels. In the NN 
optimization each neuron represented a hole and 
contained pertinent information relevant to existing crack 
conditions. As the crack extended, the neuron gained 
energy. A set of energy functions was developed to define 
how the neurons gain energy as the system begins to 
converge to an optimal solution. The proposed NN was 
able to detect a panel failure and provide the path of crack 
propagation.

Kang and Song [16] determined the crack opening load 
the input of 100 data points of the differential 
displacement signal on the loading stage. The accuracy 
and precision of the prediction of crack opening point by 
the NN were estimated for 42 different cases, and the 
results were in good agreement with experiments.

Al-Addaf and El Kadi [17] used ANN to predict fatigue 
life of unidirectional glass fiber/epoxy composite 
laminates with a range of fiber orientation angles under 
various loading conditions. The best set of inputs was the 
fiber orientation angle, stress ratio and maximum stress. 
Tlie data points for different fiber orientation angles 
and load ratios were tested. Although a small 
number of experimental data points were used for 
training, the results were comparable to other current 
methods for fatigue life prediction.

Han et al. [18] discussed an ANN method aided by a 
special learning set to calculate the fatigue life of flawed 
structures. The input data included dimensions of the 
fracture section, defect information and stress value. The
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learning results from calculated fatigue life of the back 
propagation (BP) network alone and from BP network 
with a special learning set were compared with the 
experimental fatigue life. The results showed the 
feasibility of a NN in treating fatigue life calculation 
problems of flawed structures both for the special learning 
set and normal learning set.

Cht i et al. [19] presented models to predict the fatigue 
damage growth in notched composite laminates using an 
ANN, which was found to work better than the Power 
Law model as a predictive tool for split growth. ANN 
models showed the ability to capture more of the 
nonlinear characteristics. The linear cumulative damage 
rule worked well when combined with ANN models.

Smith et al. [20] explored the use of the ANN to predict 
the plate end debonding in FRP-plated RC beams. The 
ANN trained with existing data showed relatively 
accurate predictions, and indicated capability to be 
applied in parametric study and structural design to 
provide new insights and predictions.

In this paper, the authors attempt to forecast what will 
happen to the structure according to the current work 
condition, and to predict the fatigue life of structures 
during the continuous learning process by ANN 
technique.

II. Artificial Neural Networks

An ANN can be considered as a black box that has the 
capacity to predict an output pattern when it recognizes a 
given input pattern [21].

The neural network must first be “trained” by processing 
a large number of input patterns and evaluating the output 
that resulted from each input pattern. Once trained, the 
neural network is able to recognize similarities when 
presented with a new input pattern, and is able to predict 
an output pattern. The ANN models are composed of 
various nonlinear computational elements interrelated 
through a network of connections.

ANN can be categorized by learning, topology or data 
types. Some ANNs are classified as feedforward while 
others are recurrent depending on how data is processed 
through the network. By their learning rules, they can be 
supervised training ANNs or unsupervised or self
organizing ANNs.

Among the various classifications, multi-layer perceptron 
(MLP) is the most popular and widespread ANN 
architecture for engineering problems. MLPs are 
generally used with feedforward neural networks trained 
with the standard backpropagation algorithm. MLPs are 
supervised networks that require training to produce a 
desired response. They Ieam nonlinear function mappings 
and are capable of learning a rich variety of nonlinear 
decision surfaces. Nonlinear functions can be represented

by multi-layer perceptrons with units that use nonlinear 
activation functions.

ІП. Development of an Ann model

The purpose of the ANN is to provide a mathematical 
structure that can be trained to map a set of inputs to a set 
of outputs. Fig. I illustrates an ANN identical to the one 
used in this study.

Fig. I. Artificial neural network.

This ANN consists of the input layer, one hidden layer, 
and the output layer. Each layer consists of nodes or 
neurons. Each node has a sigmoid activation function 
associated with it. Each interconnection between the 
nodes has a weight associated with it. The nodes in the 
hidden and output layers sum the weighted inputs from 
the sending nodes and apply this net input to the 
activation function. The output of the network is 
determined by applying the inputs and computing the 
output from the various nodes activations and 
interconnection weights. The hidden layer in the ANN 
shown in Fig. I has 14 neurons. In this study, as a training 
algorithm of the ANN for the stress intensity factor, an 
error back propagation (BP) with a momentum updating 
algorithm was used to train the ANN [22-23]. Although a 
simple BP algorithm has been used widely, it has some 
important drawbacks. Firstly, the learning rate should be 
chosen to be small enough to provide minimization of the 
total error function. However, for a small learning rate, 
the learning process becomes very slow. On the other 
hand, large values of the learning rate correspond to rapid 
learning, but lead to parasitic oscillations, which prevent 
the algorithm from converging to the desired solution. 
Moreover, if the error function contains many local 
minima, the network might get trapped in some local 
minimum, or get stuck on very flat plateaus [23].

The error back propagation with momentum updating 
algorithm has some advantages compared with simple 
error back propagation and consists of initializing the 
network with random activation levels and weights. 
Training is accomplished by adjusting the weights to 
minimize the error between the predicted ANN outputs 
and the observed values (the stress intensity factor). The 
activations and weights are adjusted by using a backward 
momentum term, which may improve the convergence 
rate and the steady state performance of the algorithm. 
The ANN shown in Fig. I was constructed using 
MATLAB software [24].
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In this study, the fatigue crack growth data were divided 
into two groups, a training set and a test set. The training 
set of the fatigue crack growth data was used to train the 
network and the trained ANN was evaluated with the test 
set, exclusively. The performance of the trained ANN was 
tested by evaluating the coefficient o f determination (Й2), 
standard error of calibration (SEC), standard error of 
prediction (SEP), and bias [25].

iv. Example

The material used for the present example was OCrl 8Ni9 
austenitic stainless steel. Center crack tension specimens 
were machined for tests. Cyclic loading with sinusoidal 
waveforms at 5 Hz was used in tests. The pre-made crack 
length was 7.0 mm. Crack growing length was monitored 
by microscope.

The coefficient of determination, R2, is used to measure 
the closeness of fit and can be defined as:

R2 = I -
]£ (У-Ут f  ’

(3)

The testing results are shown in Table I. Initial five 
couples of crack length and cyclic times of loading were 
selected in table as primary data sets before predicting the 
next. But only the next A is better-estimated value, and its 
follows only can be for reference.

Table I . Data of specimen

where у  is the actual measured value, y„ is the predicted 
value by the trained ANN and ym is the mean of the у  
values. Clearly, the coefficient of determination is a 
reasonable measure of the closeness of fit o f the trained 
ANN, since it equals the proportion of the total variation 
in the dependent variable, in this study the number of 
cycles that is explained by the trained ANN. The 
coefficient of determination cannot be greater than I . A 
perfect fit would result in R2=X, a very good fit near I, 
and a poor fit would be near 0.

The SEC measures the scatter of the actual measured 
values (y) about the values calculated by the trained ANN 
(yp) and can be defined as [25]:

SEC = >( y - y Pr
' n — p  — l

(4)

where n is the number of data and p  is the number of 
variables.

The trained ANN was then used to predict the number of 
loading cycles using the measured data that were not used 
in training the ANN.

The bias and SEP represent the mean and standard 
deviation of the differences between the actual measured 
values of the number of loading cycles and the predicted 
values of number of loading cycles, and are given by the 
following equations [26]:

bi K  X i y - y J
n (5)

SEP =
= [(T -T j, ) - b ias]2 
' n — I

, -,1/2

(6)

a N N Absolute I
(mm) (test) (prediction) error

7.000 0 - -

7.810 6080 - -

8.570 11520 - -

9.330 16580 - -

10.05 20680 - -

10.58 23680 23715 35

11.14 26540 25845 695

11.88 29480 28323 1157

12.60 32500 30910 1590

13.20 34760 33543 1217

It will be noted that N  (prediction) is the value predicted 
by the forward five data sets.

From Table I we can see that the absolute error is in the 
normal region with the stochastic of fatigue problem. The 
feasibility is shown with better calculating result.

The behavior of fatigue crack growth can be divided into 
two stages: stable crack growth stage and accelerating 
crack growth stage. To avoid damage to the testing 
machine caused by specimens fracturing, the upper tests 
were all stopped in the stable crack growth stage. 
According to the form of a~N  curve, we can judge 
whether the crack state is in accelerating growth stage or 
not by the following criterion: when continuous several 
estimated values are clearly bigger than measure values. 
This means the crack in the component may have been in 
accelerating stage. Its physical meaning is that the slope 
of the estimated curve is clearly a lot bigger than that of 
real curve (Fig. 2). This is an alarm for the supervisors 
that the component will possibly fracture, and some 
protective measures should be taken.
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Using on-line data processing method the risk of 
equipment damage before reaching its design life is cut 
down, and it is a good monitoring method for extending 
in-service equipment, too. So material behaviors are 
brought into full play. It makes up for the inadequacy of 
causing material waste by considering safety factor in 
design.

Applying ANN technique to predict the fatigue life of 
structures, complex calculation of AK  and determination 
of the constant C, m are omitted, environment factor need 
not be thought about, and Paris formula need not be 
revised and integrated. All these make the predicting 
method simple. It especially fits for engineering 
application.

ANN technique for data processing uses only one 
characteristic parameter. It does not consider the effect of 
the other parameters, in fact, the effect of all parameters 
were included in a ^ N relation. So this method focuses on 
certain specimens, eliminating the effect of other cases for 
estimating the result.

With the different effect of the changeable surroundings 
to the same component, the stable crack growth rate will 
change relevantly. So the constants C and m in Pairs 
formula should often change, which makes Pairs formula 
difficult to predict the correct remaining life. But they 
have the same loss-stability criterion to judge whether the 
crack is in accelerating growth stage or not by ANN 
technique. However, model of ANN can follow the 
change, and make the right prediction. So this technique 
is especially fit for on-line fatigue crack growth 
monitoring.

V. Conclusion

An ANN technique for data processing of on-line fatigue 
crack growth monitoring was developed, which has a 
clear criterion and makes users employ it easily without 
enough special knowledge. But as an engineering 
technique it should be further tested and verified in 
factories.
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A b stra c t— One o f frequently used neural networks, i.e., a 
radial-based function  network (R B F N ) with Gaussian activa
tion functions is employed to study the nonlinear tim e series 
by carrying out the characterization experiments fo r  a GMS- 
5 satellite IlpLm IR  observations o f rainstorm  process. The 
proposed methodology mainly uses R B F N  to approximate the 
nonlinear time series signal first: then the characteristics o f 
its weighting functions changed with tim e are analyzed. The 
difficulty due to the effects o f  high noise on the signal process
ing using neural networks is addressed. Thus, finally a more 
integrated method combining the neural network analysis with 
wavelet packet decomposition is introduced. The preliminary re
sults show that the proposed approach fo r  nonlinear tim e series 
analysis is efficient and promising.

I. INTRODUCTION

In recent years, extreme weather events, such as severe 
storms and extreme rainfalls, have been increased likely 
worldwide, especially over Europe and Asian monsoon re
gions [lj, which have caused, and will still frequently cause 
great or sudden disasters, with terrible accidents of human 
lives and economic society in the world. The knowledge of 
formation and evolution of rainstorms, and their forecast
ing are crucial to studies of weather, climate, and environ
ment problems. It is difficult to solve the satellite retrieval 
problems in cloudy atmospheres with rainstorms using the 
traditional and classical optical retrieval approach. There
fore, it is imperative to develop new and modern retrieval 
theories and methods for satellite optical remote sensing of 
storms.

We can imagine that the evolution of storm process is a 
nonlinear dynamic process, with chaos and fractal prop
erties [2]. Thus, to develop a new and modern satellite 
remote sensing method to reveal the occurrence and evo
lution process of severe storms, we would like to combine 
satellite remote sensing with nonlinear sciences to study 
the issues.

Chaotic systems are an important class of dynamical sys
tems. Often, the only information we have about such 
systems is in the form of a time series. The process of an
alyzing time series constitutes a field of science known as 
time-series analysis. Its objective is to build a model for 
the unknown dynamical system that generated the time 
series.

Chaotic time-series analysis, or nonlinear time-series anal
ysis, cannot be studied satisfactorily by linear time series

analysis, which fails to detect any nonlinear correlations 
present and cannot provide a complete characterization of 
the underlying dynamics and, thus, describe the nonlinear 
structure in chaotic time series. However, uncovering the 
deterministic structure is important because it allows for 
construction of more realistic and better models and thus 
improved predictive capabilities.

Over the last two decades many nonlinear time series meth
ods have been developed in the theory of nonlinear dy
namics, commonly known as chaos theory. Since artificial 
neural networks are a high complex nonlinear dynamical 
system with powerful signal processing capability and have 
all demonstrated superior performance in many engineer
ing applications, in this paper we would like to use neural 
networks combined with wavelet analysis to study the non
linear time series of satellite remote sensing of rainstorm 
process. The preliminary results show that the proposed 
approach of neural network weight series combined with 
wavelet packet decomposition has potential for nonlinear 
time series analysis with high noise effects.

II. N e u r a l  n e t w o r k  n o n l in e a r  t i m e  s e r ie s

PREDICTION

Neural networks have been applied to many areas of statis
tics, classification and pattern recognition, and time series 
analysis. In many areas of statistics, especially in time se
ries analysis, neural networks play an important role. The 
historical development of neural computation is written in 
some books [3,4].

There are two kinds of time series, i.e., linear time series 
and nonlinear time series, or chaotic time series. For time 
series analysis, the very first object of the study is forecast
ing, which is one of controversial domain and the subject 
of a tremendous effort in research and development. Time 
series forecasting can be studied using well-established sta
tistical models, which, however, have some drawbacks as 
pointed out by Hill et al. [5] and Kajitani et al. [6], 
thus, are not suitable for nonlinear time series forecast
ing. Some approaches for nonlinear time series forecasting 
are commonly used, for example, chaos model, neural net
work model, and random work model, etc.. Especially, 
since the last decade in 20 century, a considerable atten
tion has been devoted to dynamical system theory for the 
study of nonlinear time series. It is worth pointing out that 
the starting point of dynamical system time series analy
sis is the determination of past series information to be
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Fig. 1, GMS-5 observation time series S (t) in Wuhan in July 1998 (solid line), 
and its approximation time series S(t)NN by RBFN (dashed line). The 
time t ranges from 1 July to 31 July with 744 hours.

O 100 200 300 400 500 600 700 800
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Fig. 2 The relative error of the approximation of RBFN to the signal of 
the GMS-5 observation time series S(t) changes with time t.
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used for model building. Once this is done, models can be 
constructed through several ways, and neural networks are 
natural candidates for this task because of their universal 
approximation properties. Neural networks, for example, 
the feed forward neural network (FFNN) model or the ra
dial based function neural network (RBFN) model, have 
been found to work as well or better than many compet
ing models mentioned, especially outperformed the classi
cal random walk model [6-9].

Golovko et al. [10] discuss a synthetic use of neural net
works to chaotic signal processing, including nonlinear time 
series analysis, the identification of chaotic behavior, fore
casting and dynamical reconstruction. Pavlidis et al. [11] 
also propose a time series forecasting methodology that 
draws from the disciplines of chaotic time series analysis, 
clustering, and neural networks, and apply it to perform 
multi-step-ahead prediction.

For the purpose of nonlinear time series forecasting, in 
the present study, we shall alternatively use NN weight
ing function Cbased approach to characterize the nonlinear 
time series, first.

III. R a d ia l  b a s is  f u n c t io n  n e u r a l  n e t w o r k

In the literature a large variety of neural networks has been 
proposed for modeling the dynamic behavior of a system. 
Three types of neural networks are frequently used, i.e., 
the FFNN, the RBFN, and the Elman neural network [12].

Jayawardenaet al. [9] found that RBFN is similar to FFNN. 
The RBFN method has the advantage that it does not 
require a long calculation time and does not suffer with the 
overtraining problem. More neurons may be required for 
RBFN than standard feed-forward back propagation (BP) 
networks, but often they can be designed in a fraction of 
the time it takes to train standard feed-forward networks. 
Thev work best when many training vectors are available 
[13].

It is commonly known that linearity in parameters in 
RBFN allows the use of least squares error based updating 
schemes that have faster convergence than the gradient- 
descent methods used to update the nonlinear parameters 
of multi-layer BPNN.

Furthermore, Gaussian-Hke radial based functions (RBFs) 
are local (give a significant response only in a neighbour
hood near the centre) and are more commonly used than 
multiquadric-type RBFs which have a global response. Its 
expression is simple and the analyticity is good. Thus, in 
this paper, RBFN with Gaussian activation functions is 
employed.

IV. R e s u l t s  an d  d iscussio n s

A severe rainstorm process with sudden occurrence and 
great floods and disasters occurred in Wuhan area located 
in the mid basin of Yangtze River in China on 21-27 July 
1998. The corresponding observation time series of Geosta
tionary Meteorological Satellite (GMS)-5 Ilpm  IR channel 
brightness temperatures (ВТ) are used in this study since 
GMS-5 observations have higher time resolution than those 
of the polar-orbiting satellites.

Figure I depicts the GMS-5 observation time series S(t) 
in Wuhan in July 1998(solid line), and its approximation 
time series S(t)NN by RBFN (dashed line). Fig. 2 shows 
the relative error of the approximation changes with time t, 
demonstrating that the approximation of RBFN to the sig
nal of the GMS-5 observation time series S(t) is very good. 
The weights of S(t)jvN changing with time are plotted in 
Fig. 3. It is seen from Fig. 3 that at t«300 hours, i.e., 
on 12-13 of July, there is a dramatic change in the weight 
time series, which indicates that before about one week 
there is a remarkable sign in the weight time series S(1)nn  
prophetic of the occurrence of severe rainstorm process.

In our further study of the same rainstorm process using 
the new quantities defined by inter-discipline of fractal and 
wavelet packet, similar results are obtained, which will be 
published elsewhere.

The effects of noise on the weight time series S(t)NNare 
shown in Fig.4, assuming that the time series S(t) is con
taminated by the noise with the ratio of noise to signal 
being 0.01, 0.05 and 0.1, respectively.

It is obvious by comparison of Fig.3 and Fig.4 that with 
the increase of noise, the characteristic with the remarkable 
sign in the weight time series S(t)NN mentioned above is 
disappeared gradually. So, signal processing using neural 
network time series analysis with high noise is also a chal
lenging problem.

To overcome the difficult, we propose a method combined 
wavelet packet analysis with RBFN technique. The objec
tive of the method is to remove the effect of noise. Define 
a new quantity as:

S * ( t)  =  S ( t )  +  8Sm V  (I)

where Sm = <  S(t) > , i.e., the average of S(t), 8 denotes a 
parameter which represents noise level, rj denotes a random 
number changing from 0 to I. The second term in the right 
hand side of Eq. (I) represents a random noise.

The wavelet transform of a signal evolving in time provides 
a tool for time-frequency localization [14]. It is known that 
the wavelet packets method is a generalization of wavelet 
decomposition, which can be used for numerous expansions 
of a given signal, and thus, offers a richer signal analy
sis. Thus, for analyzing the time series the discrete
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Fig. 3, The weights of the signal S(t)NN approximated by RBFN to the 
time series S(t) change with time t. Suppose 5 = 0.

Fig. 4, The effects of noise on the weight time series of S(t)NN with with (a) 5 = 0.01 
and (b) 5 = 0.1, respectively. For saving the space, the figure for 5 being 0.05 
is omitted.
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Fig. 5, The time series S*(t) and the two elements, Si0 and Sn, in the DWPT 
decomposition with level j = 1 for S*(t).

Fig. 6, The effects of noise on the weight time series of Sionn with the 
parameter 5 = 0.1.

134



wavelet packet transform (DWPT) [14,15] is used. Fig.5 
shows the DWPT decomposition with level J  = I for the 
time series S*(t) and the 2 elements in the first level in 
the decomposition. It is obvious that the element Sio is 
mainly composed of low frequencies, and the element Sn 
is composed of high frequency including the noise.

Motivated by the results of the wavelet packet decompo
sition, we perform the RBFN time series analysis for the 
element Sio- The weights of the signal Sio,vw approximated 
by RBFN to the time series Sio changing with time t are 
plotted in Fig.6, which depicts the effects of the noise with 
J=  0.1 on the weight time series. Obviously, the dramatic 
change of the weight series at t«300 hours still appears in 
Fig.6. This indicates that the approach of combination of 
wavelet packet with RBFN is effective for the signal pro
cessing with higher noise.

V. CONCLUSION

Forecasting of extreme weather and climate events using 
satellite remote sensing time series is important and of sig
nal processing problems which is challenging due to small 
sample sizes, non-linearity, and complexity of the system. 
Neural networks have been very successful in a number of 
signal processing applications.

This paper presents an approach for a nonlinear time series 
analysis and applies it to characterize the GMS-5 satellite 
lljxm IR channel BT observation time series of rainstorm 
process and the noise effects are addressed. The proposed 
approach draw's from the disciplines of the neural network 
and wavelet analyses. First, the RBFN is used to approx
imate the nonlinear time series. Then, the weight series is 
ana Vzed for characterizing the time series for its further 
forecasting study. Finally, since the effects of noise on the 
signal processing often occur, the DWPT decomposition is 
employed for overcoming the difficulty. The preliminary re
sults demonstrate that this approach for characterization 
of nonlinear time series with higher noise is efficient and 
promising and, thus, needs further effort in research and 
development.
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Abstract: Many techniques were used in order to detect 
and to predict epileptic seizures on the basis o f  
electroencephalograms. One o f the approaches fo r  the 
prediction o f  epileptic seizures is the use the chaos theory, 
namely determination largest Lyapunov's exponent or 
correlation dimension o f  scalp EEG signals. This paper 
presents the neural network technique fo r  epilepsy 
detection. It is based on computing o f  largest Lyapunov's 
exponent. The results o f  experiments are discussed.

Keywords: Independent component analysis, neural 
network, Lyapunov’s exponent, electroencephalography.

I. In t r o d u c t io n

Problem concerning the processing of an EEG data have 
existed for a very long time. Traditional methods of EEG 
analysis are based on linear mathematics. However, 
linearity is not good tool for investigation of complex and 
chaotic processes. In many real systems (e.g., chemical 
reactions, irregular heart beats, stock market, EEG 
patterns of brainwave activity, central nervous system, 
social behavior), a chaotic behavior has been observed, 
i.e., a complex, erratic, extremely input-sensitive behavior 
which cannot be easily understood. Chaos theory is 
nowadays widely studied and applied in various areas to 
describe, characterize, and possibly predict the system 
behavior when such kind of complexity occurs [1]. 
Therefore nonlinear signal processing is becoming a more 
and more tool for the study of complicated systems. The 
techniques of nonlinear signal processing are summarized 
in [2,3]. Much of nonlinear signal processing is based on 
an embedding theorem [4]. It guarantees that a full 
knowledge of the behavior a system is contained in the 
time series of any a one measurement and that a proxy for 
the full multivariate phase space can be constructed from 
the single time series. To apply the embedding theorem it 
is necessary to define embedding dimension and time 
delay. There exist several methods [2,3] for this 
(Lyapunov’s exponents, fractal and correlation 
dimension, mutual information, etc). The chaotic behavior 
of a dynamical system can be described either by 
nonlinear mathematical equations or by experimental 
data. Unfortunately, often we do not know the nonlinear 
equations that describe the dynamical system. The 
problem consist therefore in identifying the chaotic 
behavior and building a model that captures the important 
properties of the unknown system by using only 
experimental data. In order to determine the main 
properties of our model, we can use the dynamic 
invariants (namely: correlation dimension, Lyapunov’s 
exponents and Kolmogorov’s entropy). However, in

practice, the existing approaches for determination of 
Lyapunov’s exponents from experimental data are 
characterized by computational complexity and may be 
performed using a large length of data [5]. But in many 
cases it is very problematic to reach for real data. 
Therefore the traditional approaches have been limited in 
their applicability to many real world chaotic data. One 
way to avoid this problem is to use neural networks 
approach for computing Lyapunov spectrum using an 
observable data [5].

The important application of the chaos theory is the 
processing of EEG data with purpose of the detection and 
prediction of epileptic seizures. Epilepsy is one of the 
most serious neurological disorders, affecting 1% of the 
population in the world. The analysis of the EEG signals 
has been the subject of many studies [6,7]. A rapidly 
growing number of studies deal with the applying of 
chaos theory to the detection and prediction of epileptic 
seizures. Some techniques based on the computing of the 
largest Lyapunov’s exponents of the patient’s 
electroencephalogram. In an epileptic’s brain, the amount 
of chaos decreases and the maximum Lyapunov’s 
exponent is decreased in the leading up to seizures [7]. 
Therefore it is very important to have robust methods of 
chaotic signal processing for automatic detection and 
prediction of abnormality in EEG data. This paper is 
oriented on applying Neural Networks to problem in the 
domain of chaotic time series processing with purpose of 
detection abnormal patterns in EEG.

The rest of the paper is organized as follows. Section 2 
describes the ICA approach for EEG data preprocessing. 
Section 3 tackles the neural network approach to 
computing of largest Lyapunov’s exponent. Section 4 
presents the experimental results of applying neural 
network to epilepsy detection.

II. P r e p r o c e s s in g  o f  E E G  d a ta

As it is mentioned before the brain is very complex 
system. Electroencephalograms are recording of epileptic 
activity from neural currents within the brain. The EEG is 
used for monitoring the electrical activity of the human 
brain. It permits to understand the neurodynamic of the 
brain and to detect epileptic seizures.

The independent component analysis (ICA) is a powerful 
approach for artifacts (electrical activity of the heart, eye- 
blink and other muscle activity) and noise identification 
and removal from EEG data [8]. As a result we can 
extract the useful information for further processing. ICA
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is based on assumption of statistically independence of 
the signal sources. It is assumed also, that EEG data are 
lineir mixing of signals from different sources. Let’s 
assume that at time there are an я input unknown 
statistically independent sources Si(t) (/=1,2,...,n) of 
signals. These signals present electric activity from the 
brain and artifacts. Due to linear combinations of 
unknown sources are obtained m mixed signals (Fig. I).

/=1

where [Wij і = \~ny j  = T9m - unknown mixing matrix.

F i g .  I . D i a g r a m  o f  m i x i n g  a n d  s e p a r a t i n g  s i g n a l s .

The goal of ICA is to estimate on the basis of mixing 
signals Xj( t) ,  j  = \,m unknown sources of signals.

j -1

It is performed by a linear transformation of the observed, 
sphered vector X  by such a way, that the elements of the 
transformed vector are statistically independent. In many 
ICA algorithms maximizing the norm of the fourth-order 
cumulant, also called the kurtosis, or maximizing the 
negentropy are used for this purpose. As a result of ICA 
data processing we can extract and eliminate noise and 
artifacts.

III. A N E U R A L  N E T W O R K  F O R  E S T I M A T I O N  O F  L Y A P U N O V ’ S  

H I G H E S T  E X P O N E N T

The use of neural networks for computing the highest 
Lyapunov’s exponent and was presented in [5]; it relies 
on the evaluation of the divergence between two orbits at 
n step ahead by means o f an iterative approach. The 
neural network for the highest Lyapunov’s exponent is a 
multilayer network with k>D- 1 input units (where D  is 
the embedding dimension),/? hidden units, and one output 
unit (Fig. 2).

This network allows us to reconstruct an attractor from an 
arbitrary initial point. As a result our network preserves a 
system dynamics. It means that for every point in the 
attractor we can take the nearest point, which is far from it 
at some distance, and then trace its trajectory.

F i g .  2 .  T h e  M u l t i l a y e r  p e r c e p t r o n  f o r  t h e  h i g h e s t  L y a p u n o v ’s  e x p o n e n t .

In this case the algorithm of Lyapunov’s highest exponent 
calculation from a small time series can be described in 
the following way [9-14]:
1. After the construction with the use of embedding 
parameter we train a forecasting neural network by sliding 
windows technique.
2. Let us take an arbitrary point 
[x (/) ,x (/ + r),...,x (/ + ( D - 2 ) r ) ]  in the attractor from
the training set and with the use of multi-step prediction 
and describe its trajectory x ( /+ (£ > - l) r ) , X(t + Dr) , ...
3. In the reconstructed phase space we take the nearest
point [x (/) ,x (/ + T),...,x(/ + ( D - 2 ) r )  + rf0] ,  where
d0 = I CL* and predict its behavior jc '( f+ (D - l) r ) , 
x'{t + D r) with the use of a neural network.
4. Let’s calculate
Ind, = ln|x'(f + (D -2 +  x (t + ( D - 2  + i)T^ >i = 1,2,...
and take only such points, where we have bi d, < 0 ■
5. Plot a graph in d, versus / r .
6. Let’s find a line of regression for taken points and 
estimate its slope, which is equal to the Lyapunov’s 
highest exponent

The given approach permits to estimate largest 
Lyapunov’s exponent using a small data set.

IV. R E S U L T S

For our research we used real EEG signals from web-site 
[15]. These sets of data are filtered from artifacts and 
noise. We made experiments on EEG signals that are 
characterized different epileptiform activities: single 
spikes or sharp waves, a sequence of spikes. Figure 3 
shows a signal with one spike in the interval near 1.15- 
1.45 sec.

Time, sec.

F i g .  3 .  T h e  E E G  s i g n a l  w i t h  a  s i n g l e  s p i k e .

Such EEG signals permit us to ascertain epilepsy 
visually. We can analyze these signals and realize results
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check clearly. The raw data (EEG signals) represent text 
files contain a sample of the amplitude signal with rate 
0.03 sec.

Lyapunov’s exponent to serve as a criterion for detection 
epileptiform activity:

X > 0, normal activity,
ХйО,  epileptiform activity.

The computation of Lyapunov’s exponent is performed 
using predictive artificial neural network (ANN). We 
propose to apply multilayer perception (MLP) with one 
hidden layer. In the hidden layer and the output layer we 
use sigmoidal and linear activation function respectively. 
The EEG signal is employed as the MLP inputs.
At first, we compute embedding dimension m and time 
delay x of ANN inputs (for the signal on figure 3: m -7, 
x=4). The defined MLP is trained with backpropagation 
algorithm. Then the Lyapunov exponent A, is evaluated in 
each point o f the input data. In the result we have time- 
dependent deterministic series A(t):

MO = (A1 ,X2,..., Xf),

where L is the size of a learning sample.

Epilepsy identification presents difficulties for us, when 
the criterion (4) is applied to series (5). We find out that 
series A(t) are characterized by amplitude instability. 
Proolem solving is Lyapunov exponents averaging X(t) 
in interval n=20±10:

^  _  \ - { n ! 2] + Лнл/2]+1 + • “ +  \л{(п-Х)П]

П

Now we can detect epileptiform activity, because average 
readings clear from jumping in signal. However, low 
accuracy and false detection are present in average series 
by reason of miscalculation Lyapunov’s exponents at the 
end of the learning sample. Figure 4 shows how the 
program composes the learning samples for ANN from 
the EEG signal.

И  I' I 3.1 -І °'1 I
U 2 t 3 t . . . Lr

Fig. 4. Partition the EEG signal on the learning samples is one after 
another. Q is number of learning samples, r  is time delay, L is the size of 
a learning sample.

Figure 5 demonstrates a problem resolution, which is 
visible in the following way:
- Partition the EEG signal is executed with the learning 
samples overlap.
- ANN is trained on L-dimension learning samples, but 
Lyapunov’s exponents is computed at the fist A items. The 
next learning sample is selected from A+1 data item.

X i... Xh... Xl ... X a ... Xu*... XL*2h

Fig. 5. The learning samples overlap, h is size of data for computing 
Lyapunov’s exponents in each learning sample.

As is obvious from the foregoing, this proposal has some 
defect, which consists in decreased data-rate. Influencing 
factor is increase in the number of the learning samples. 
However, in this way program are saved from false 
detection of epileptiform activity, because recording area 
with estimated error don’t use. Experimental results are 
showed on figures 6.

Fig. 6. Lyapunov’s exponents are computed: a) at full length o f the 
learning sample b) at the fist h items. I - time dependence X(t), 2- 
averaging time dependence X(t) ■

Let’s analyze the findings:
a) Lyapunov’s exponents were computed at full length 
(30 items) of the learning sample. If series A(t) are 
considered, demonstrably, including many sudden 
changes it are characterized by amplitude instability. This 
instability provokes false detection of epilepsy. In 
consideration of series X(t) we may well determine 
epileptiform activity and approximate interval of epileptic 
event 0.9-1.6 sec. However measure of inaccuracy (0.25 
sec) is significant error.
b) Lyapunov’s exponents were computed at the fist A = 10 
items. Here we examine only series X{t) ■ Measure of 
inaccuracy is useful decrease (0.05 sec). Moreover false 
amplitude decays below the zero line are eliminated 
completely. In die result one epileptiform event is detect 
in interval 1.1-1.3 sec.
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Experiments are also run on the EEG signal comprising a 
sequence of spikes. Similar results are found, which 
validate drawing conclusions. We accumulate findings in 
the table I .

Table I. The detection results of epileptiform activities.

No.
Epileptic events 
(time interval, 

sec)

Detection of 
epileptic events, 
where h - L  =30 
(time interval t, 

sec)

Detection of 
epileptic events, 

where h  = 10 
(time interval 

t” ,sec)

Measure of 
inaccuracy 

At’, c

Measure of 
inaccuracy 

At” , c

I. 0 ,2 0 -0 ,3 0 0 ,2 5 -0 ,4 5 0 ,2 0 -0 ,3 5 0,15 0,05

2. 0 ,5 0 -0 ,6 0 0,45 -  0,55 0 ,5 0 -0 ,6 0 0,05 0

3. 0 ,8 0 -0 ,9 0 0 ,7 0 -0 ,8 5 0 ,8 5 -0 ,9 0 0,1 0,05
4. 1 ,1 0 -  1,20 0 ,9 0 -1 ,2 0 1 ,0 5 -1 ,2 0 0 Л 0,05

5. 1 ,3 5 -1 ,4 5 1 ,3 0 -1 ,5 5 1 ,3 0 -1 ,5 0 0,1 0,05

6. 1 ,6 0 - 1,70 1 ,6 5 -1 ,8 5 1 ,6 5 -1 ,7 5 0,15 0,05
7. 1 ,9 5 -2 ,0 5 1 ,9 0 -2 ,1 0 1 ,9 5 -2 ,0 5 0,05 0

8. - 2 ,1 5 -2 ,2 5 - - -

9. 2 ,2 0 -2 ,3 0 2,30 -  2,45 2 ,2 5 -2 ,3 5 0,15 0,05

10. 2,55 -  2,65 2 ,5 5 -2 ,7 0 2,55 -  2,65 0,05 0

Maximmn inaccuracy: 0,2 0,05

V . C o n c l u s io n

In this paper we have addressed the key aspects of EEG 
data processing for epilepsy detection. It is based on using 
of ICA method and multilayer perceptron. The ICA 
approach is used for extraction and elimination noise and 
artifacts. The MLP is applied for largest Lyapunov’s 
exponent computing. We proposed technique for avoiding 
false detection of epileptic activity. All epileptic events 
and their intervals of activity were found in tested EEG 
data. Measure of inaccuracy was 0.05 sec. Our results are 
limited of EEG data records. Therefore the next step is to 
test proposed approach using real EEG data from hospital.
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Abstract: An approach to prediction o f  the arrival time o f  
interplanetary shocks using neural networks based on the 
data gathered from single EPAM (Electron, Proton and 
Alpha Monitor) channel o f  N ASA's ACE (Advanced 
Composition Explorer) spacecraft is proposed in this 
paper. A short description o f  ACE spacecraft and the 
data, published online on the appropriate web-site, are 
considered. A data choice to fu lfill a prediction o f  
interplanetary shocks is proven and structure o f  neural 
network is described. The results o f  simulation modeling 
in MA TLAB are considered in the end o f  the paper.

Keywords: Space weather, solar wind, ACE spacecraft, 
predicting interplanetary shocks, neural networks.

L INTRODUCTION
Interplanetary shocks in the space are the regions created 
by supersonic gas flow with sharp differences of gas 
density, pressure, temperature, ionization and other its 
parameters [1]. The solar wind, putting this gas to the 
Earth, goes to the Earth’s magnetosphere at about 500 
km/s and makes a shock due to a resistance of Earth’s 
magnetic field. The energetic storm particle (ESP) events 
are associated with interplanetary shocks passages and 
close related to the geomagnetic storms. Both these events 
negatively influence on spacecrafts and satellites on a 
low-orbital Earth’s orbit, terrestrial high-frequency radio 
communications and radars, electrical grids and electrical 
power systems, and people’s heath [2]. For example, 
GOES-7 weather satellite lost half o f its solar cells during 
a large proton release by the sun during the powerful 
March 13, 1989 storm which cut the operating life span of 
this satellite in half. ANIK E-I and E-2 (January 20-21, 
1994) two Canadian communications satellites were 
disabled due to the elevated activity of high-energy 
electrons in the magnetosphere. On January 11, 1997 
AT&T experienced a massive power failure in its Telstar 
401 satellite [3]. There are much more examples of 
satellites lose and their temporal disabling caused by the 
interplanetary shocks. Therefore there are urgent tasks to 
predict the solar activity and its influence on Earth’s 
magnetosphere and the time of interplanetary shocks 
arrival and peak intensity o f energetic particles traveling 
with the solar wind.
During last decades many strategies were proposed for 
space weather prediction based on the data comes from 
satellites and terrestrial observatories. Many research 
teams use neural network approach for space weather 
prediction. R. A. Calvo and H. A. Ceccatto use feed
forward neural networks to study the solar dynamics, as

measured by the annual mean value of the Wolf 
number. They conclude that neural networks are a 
reliable tool for time series analysis. In particular, they 
seem to be able to capture the intrinsic dynamics of 
solar activity, producing good long-term forecastings 
for periods of at least a complete solar cycle [4]. A. 
Dmitriev and Yu. Minaeva et al use recurrent ANNs 
for modeling of self-consistent time series of 
geomagnetic indexes Dst, Kp, AP, etc [5]. Z. Voros 
and D. Jankovicova propose prediction of geomagnetic 
activity based on a method using local Holder 
exponents a. The backpropagation artificial neural 
network model with feedback connection was used for 
the study o f the solar wind - magnetosphere coupling 
and prediction of geomagnetic Dstindex [6].
J. VandegrifT et al [7] have developed an algorithm that 
can forecast the arrival of ESP events. The authors use 
historical ion data from the NASA’s Advanced 
Composition Explorer (ACE) spacecraft, which is 
stationed in a halo orbit around Lagrange point LI at 
the distance about 1.5 million km from the Earth. They 
trained an artificial neural network to detect the 
characteristic signals that warn of an impending event. 
The network predicts the time remaining until the 
maximum intensity of the ions is reached on the Earth. 
For the input of the prediction model they have used 
five ion channels (PI, P3, P5, P6, P7) provided by the 
web-site o f NOAA (U.S. National Oceanic and 
Atmospheric Administration) real-time system and 
additional derivative parameters. However the choice 
o f these data is not quite well explained and the 
average uncertainty of the prediction by the proposed 
method is 8.9 hours at 24-hours time interval.
The goal o f this paper is to estimate usage of separate 
ACE channels for prediction o f the interplanetary 
shocks arrival time in order to decrease a 
computational complexity o f a prediction algorithm 
and the relative prediction error of interplanetary 
shocks arrival time.

IL ACE/EPAM DATA SET AND 
PREDICTION APPROACH

The ACE Electron, Proton, and Alpha Monitor 
(ЕРАМ) data can characterize the dynamic behavior of 
electrons and ions with -0:03 to -5  MeV that are 
accelerated by impulsive solar flares and by 
interplanetary shocks associated with Coronal Mass 
Injections. EPAM instrument includes two telescope 
assemblies with five separate apertures. The telescopes 
use the spin of the spacecraft to sweep the full sky.
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Solid-state detectors are used to measure the energy and 
composition of the incoming particles. The eight channels 
from the EPAM/LEMS30 (Low-Energy Magnetic 
Spectrometer) detector and their energy passbands [8] are 
presented in Table I .

Table I. Energy passbands of LEMS30/ACE detector

Energy C hannel Passband
(M eV ) Species

Pl 0.047-0.065 Ions
P2 0.065-0.112 Ions
P3 0.112-0.187 Ions
P4 0.187-0.310 Ions
P5 0.310-0.580 Ions
P6 0.580-1.06 Ions
P7 1.06-1.91 Ions
P8 1.91-4.75 Ions

ACE browse data are designed for monitoring large scale 
particle and field behavior and for selecting interesting 
time periods. The data are automatically generated from 
the spacecraft data stream using simple algorithms 
provided by the instrument investigators and published on 
the web by NOAA in real-time. We used ACE Level 2 
LEMS30 detector historical data that is suitable for a 
scientific research [9].
Interplanetary shock events can be recognized from the 
steam of EPAM data using two criteria [7]: velocity 
dispersion in the shock onset and a peak intensity greater 
than IO5 particles/(s cm2 ster keV) for the 47-65 keV 
proton channel (see channel P l in Table I). J. Vandegriff 
et al [7] have used a simple trigger designed to detect 
velocity dispersion in order to detect the onset. The 
trigger examines such additional parameters as the 
spectral slope, the average height o f the energy spectrum, 
and the time derivatives o f these quantities. All mentioned 
quantities are used for neural network training, in 
particularly the five ion channels (PI, P3, P5, P6, P7) 
provided by the NOAA real-time system, which are listed 
in Table I and the five quantities mentioned above, an 
anisotropy coefficient, spectral slope (SS), intensity 
midpoint (IMP) and time derivatives of these quantities 
(SS* and IMP’). Therefore a neural network had ten 
inputs and one output, describing the time before shock 
arrival, i.e. the time then ion intensity became greater IO5 
particles/(s cm2 ster keV). However such approach does 
not effectively use a prediction model since each time 
before arrival should correspond to the input part o f the 
appropriate training vector. Practically this approach leads 
to necessity having an input data for neural network at 
each prediction step and therefore it is not possible to 
provide long-term prediction using this model.
In order to test our approach we have used two shock 
events similarly to [7]:

• event I - onset begin at 14.00, 248 day of 2000; 
shock begin at 12.00, 250 day of 2000 
(06/09/2000) and duration o f this event is 46 
hours (550 points o f 5-minute averaged solar 
particle fluxes);

• event 2 - onset begin at 0.00, 21 day o f 2001; 
shock begin at 6.00, 23 day of 2001 (23/01/2001) 
and duration of this event is 30 hours (360 points 
of 5-minute averaged solar particle fluxes).

The graphs o f EPAM solar particle fluxes of each 
channel P1-P8 for the event I are shown on Fig. I. 
There are just an example figures, similar intensities 
are available for other shock events. A numerical 
analysis o f graphs shown, that only Pl and P2 channels 
can provide a peak intensity greater than IO5 
particles/(s cm2 ster keV). Therefore it is possible to 
use the data from at least one channel for prediction the 
time before shock arrival. Within our prediction 
method we are going to predict an intensity excess of 
IO5 particles/(s cm2 ster keV) on the time interval. The 
moment of time when the intensity will be greater that 
IO5 particles/(s cm2 ster keV) is treated as a predicted 
moment of interplanetary shock. A comparison with a 
real time o f appropriate EPAM data is considered as 
relative error o f interplanetary shock arrival time. 
Other channels P4-P8 except from P3 channel could be 
used for more precise estimation of onset moment. Free 
EPAM I -minute and 5-minute data are accessible on 
anonymous FTP server [10]. The data are putted on the 
server each hour with a delay of 7 minutes which 
allows providing prediction in real time.

III. STRUCTURE OF NEURAL 
NETWORK

It is expediently to use a multi-layer perceptron to 
fulfill the prediction task, since this architecture has the 
advantage of being simple and widely used for 
prediction tasks [11-12].
The output value of three-layer perceptron (Fig. 2) can 
be formulated as:

(  v
y  = F3 Wfihi - T

VM

where N  is the number o f  neurons in the hidden layer, 
W13 is the weight of the synapse from neuron і in the 
hidden layer to the output neuron, к  is the output of 
neuron і , T  is the threshold of the output neuron and 
F3 is the activation function o f the output neuron.
The output value of neuron j  in the hidden layer is 
given by:

Il j =F 2
(  M

Z
V M

W ijX i -  Tj

where Wlj are the weights from the input neurons to 
neuron j  in the hidden layer, x, are the input values 
and Tj is the threshold o f neuron j . The logistic
activation function is used for the neurons of the 
hidden layer and the linear activation function, having 
a coefficient к , is used for the output neuron.
The Levenberg-Marquardt algorithm is used for the 
training since it appears to be the fastest method for 
training moderate-sized feed forward neural networks
[13].
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Fig. I -  Particle Intensities in separate channels P1-P8 for historical data test sequence: 248-251 days of year 2000

Fig. 2 -  Structure of neural network

IV. SIMULATION MODELLING 
RESULTS

An experimental simulation modeling has been done in 
the MATLAB environment [14]. An input training set has 
been formed according to Box-Jenkins [15] method. The 
size of input window we have chosen to be equal 5, the 
size of the output window is equal to one since we are 
going to predict one step-by-step value of particle 
intensity and estimate when it will be greater than IO5 
particles/(s cm2 ster keV). The multi-layer perceptron 
with 5 input neurons, 5 hidden neurons with tangent 
activation function and I output linear neuron has been 
used for prediction. We have used a Levenberg- 
Marquardt method for perceptron training till sum- 
squared error (SSE) of IO'3. The results of simulation
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modeling fulfilled several times for each shock event are 
placed below.
The prediction result of energetic particles intensity for 
the event I (06/09/2000) is depicted on Fig. 3. The 550 
five-minute data set is used for perceptron’s training and 
the same data are used for prediction in order to estimate 
a relative prediction error inside the training set. As it is 
seen the predicted and real data are practically the same. 
The analysis of the numerical data of the result has shown 
that the predicted time of shock arrival is equal to 540 
value from onset and real time of shock arrival is equal to 
545 value from onset. Therefore the relative prediction 
error inside the training set is less than 0.01%.
Then, the perceptron trained on event I (550 data points) 
has been used to predict the shock arrival for the event 2 
(23/01/2001) with length of 360 data points. As it is seen 
from Fig. 4, the predicted and real intensities are 
practically the same too. The analysis of numerical data 
shown, that the predicted time o f shock arrival is equal to 
352 value from onset and real time of shock arrival is 
equal to 355 value from onset. Therefore in this case the 
relative prediction error outside the training set is less 
than 0.01% too. The prediction result for the event 2 by 
the perceptron trained on the reduced data set (360 
values) from the event I is depicted on Fig. 5.

Prediction of IP біюскв values inside training set

200 300 400
Time, 5-minute data step

Fig. 3 -  Prediction Interplanetary shocks for event I 
with 550 data in the training set

Fig. 4 -  Prediction interplanetary shocks for event 2 
with 550 data in the training set

x 104 Prediction of IP snooks values outside training set

Fig. 5 -  Prediction interplanetary shocks for event 2 
with 360 data in the training set

The analysis o f numerical data shown that the predicted 
time of shock arrival is equal to 263 value from onset and 
real time of shock arrival is equal to 355 value from onset. 
Therefore the relative prediction error of interplanetary 
shock arrival is about 27% at reduced training set for 
perceptron training.

V. CONCLUSIONS
An approach to interplanetary shocks arrival time 
prediction is proposed in this paper based on the usage of 
separate channel’s EPAM data of ACE spacecraft. Neural 
based approach is tested using energetic particle 
intensities for the range 47-65 keV. The data about 
interplanetary shock 06/09/2000 are used for neural 
network training and the data about interplanetary shock 
23/01/2001 are used for the testing. Experimental 
simulation modeling results have shown non-stability of 
the prediction changing in relative prediction error from 
accurate 0.01% to not quite accurate 27% gathered on 
reduced training set. Therefore in future investigations it 
is expedient to fulfill a series of experimental researches 
on usage both channels Pl and P2 of EPAM data for the 
prediction and test both approaches on wide set of 
interplanetary shocks events.
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Abstract: In this paper, a new method fo r  word 
recognition and classification without segmentation is 
presented. The worked out algorithm is based on 
recognizing the whole word without separating it into 
letters. According to this algorithm, entire words are 
treated and analyzed as object images subject to 
classification. The method is based on the "view-based 
approach" presented in authors' previous works fo r  hand 
and printed script recognition. The top and bottom views 
o f each word are analyzed, and the characteristic points 
describing it are created. The procedure o f  the processing 
and recognition involves the application o f  neural 
networks. This method is used to modify the "view-based" 
algorithm and improve the efficiency o f  the identification 
process. Printed words in Latin alphabet form the data 
base for the experiments introduced in this work. The 
obtained results are good and promising.

Keywords: Word Recognition without segmentation, 
Minimal Eigenvalues of Toeplitz matrices, Neural 
Networics.

I. INTRODUCTION

In this paper, we present a new approach for word 
classification and recognition. Contrary to most popular 
methods in [1] or [2], this method does not require stage 
of segmentation [3]. It is based on recognizing whole 
words, without dividing them into single letters. Every 
single word was treated as an image, then analyzed and 
classified in that manner. We used this method to 
recognize English names of animals, printed with various 
fonts in small caps.

Not only the stage of segmentation was omitted in this

alligator
alligator

M I g a f o r

algorithm. Thinning [4] was also unnecessary, hence we 
analyzed the word without thinning, that is only the shape 
of the word is analyzed. The only necessary preprocessing 
was binarization (i.e. converting scanned image into a 
“black-and-white” format.)

The main engine of this method is strictly based on a 
hybrid view-based algorithm. Its essential ideas were 
presented in our previous works [5], [6]. Previously it was 
used for recognizing separated Latin letters (both 
machine-printed and handwritten) and bestows 
particularly commendable results.

For letter recognition four views of each image were 
analyzed. In case of words, only two of them (i.e. top and 
bottom) contain useful (and usable) information, so only 
these two views were examined. Next, fixed number of 
uniformly distributed characteristic points were taken of 
each view, and formed into vector describing tested word. 
This vector was the base for classification. The introduced 
in this work novelty is attachment of values describing 
ratio (proportion) of the analyzed image. This addition 
allowed to examine the length o f the words and include 
this information in the recognition process.

The described method was tested on database of 75 
different words -  English names of animals. Words were 
2 to 12 characters long. Training Set (part of database 
containing knowledge of our system) was composed of 
these 75 words, printed with 6 different fonts each (small 
caps only.) Test Set (part of database used to verify the 
effectiveness of the method) contains the same 75 words, 
each printed with over 130 different fonts, both standard 
serif or sans serif fonts as well as fonts imitating 
handwriting. Some of them are presented in Fig. I .

aUigator
alligator

alligator
alligator Alligator

Ftg.l -  Database sample
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Words were classified with the aid o f  two methods. The 
simplest classification approach was to compare point-to- 
point characteristic vectors of each word and find in Base 
Set the most similar vector (the nearest neighbor.) The 
tested word was categorized to the class of his nearest 
neighbor. The second approach was a classifier based on 
Artificial Neural Networks [7]. In this case Base Set 
(Training Set) is used to train the neural network. The 
characteristic vector of the word is fed to the input of the 
neural network. At the output we get a class to which the 
given word is to be categorized.

П. VIEW-BASED APPROACH

This idea was first presented and fully described in our 
previous works [6], [8]. At first it was used for 
recognition of single characters. Here, and for the first 
time, it is applied to recognize whole words. Hereafter, 
for the reader convenience, we repeat main propositions 
of previous works, as well as the introduced 
modifications.

This method bases on the fact, that for correct image 
recognition we usually need only partial information 
about its shape -  its silhouette or contour.

We examine two “views” of each word, extracting from 
them a characteristic vector, which describes this given 
word. The view is a set of points that plot one of two 
projections of the object (top or bottom) -  it consists of 
pixels belonging to the contour o f a word and having 
extreme values of у coordinate -  maximal for top, and 
minimal for bottom view (Fig. 2.)

alligator
Fig.2 -  Two views of a sample word

Next, characteristic points are marked out on the surface 
of each view to describe the shape of that view. The 
method of choosing these points and quantity of them 
may vary. In our experiments 30 uniformly distributed 
characteristic points are taken for each view.

the formula of Eq. (I) so that their values are in the range
< 0 ,1>.

xi^ ~ rT = T = = T '  <*>,/*,2 +̂ 2+... + 4
Next these three vectors are formed into one 62-element 
characteristic vector, which describes given word, and 
which is the base for further analysis and classification.

HL CLASSIFICATION WITH NEAREST 
NEIGHBOR METHOD - N N M

For the sake of classification three vectors describing 
views of tested word were combined into one 62-element 
vector.

When classifying with the method of simple comparison, 
vector describing tested word was compared with vectors 
describing words contained in Base Set (words from Base 
Set are already classified.) Then we search the nearest 
neighbor of tested word (i.e. such vector to which the 
distance is minimal.) We use I-norm distance (Manhattan 
distance, Eq. 2) for that calculations.

^  = Z h - F 1-I. (2)
1=1

We assume that tested vector is of the same class as his 
nearest neighbor, i.e. image in question shows the same 
word, as image described by vector found in Base Set. 
This method allowed us to achieve 88% correctly 
recognized words. Table I presents detailed results for 
some of the tested words and fonts.

Table I. Results of recognition for selected words by NNM

Animal Name Recognition Rate

dog 100%

mouse 96%

cockroach 93%

goat 89%

shark 82%

tiger 75%

ant 57%

As can be seen, results are different for different words. 
The best result was obtained for the word “dog” -  100% 
of samples were correctly recognized. The worst was 
“ant” with 57% recognition rate. All in all the results are 
promising -  only for 7 words recognition rate is lower 
than 80%. Table 2 presents details for some of used fonts.

The next step is calculation of у coordinates for taken 
points. Thus we obtain two 30-element characteristic 
vectors describing given word. Novelty, we introduce 
addition of third vector describing aspect ratio of tested 
image. It consists of two values — width and height of the 
image. Then all three vectors are normalized, according to

As can be seen, words printed with some of them, were 
recognized with 100% or nearly 100% effectiveness. In 
fact with more than one-half of used fonts the obtained 
recognition rate was over 90%. However, some fonts 
lower these results. The errors occurs in case of 
calligraphic fonts or fonts imitating handwriting. Probably
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it was because no such font was in the Base Set -  it was 
composed of standard, “printed” fonts only. Therefore, 
high results for some atypical fonts are all the most 
satisfactory.

Table 2. Results of recognition for selected fonts by ATVAf

F o n t  N a m e R e c o g n i t i o n  R a t e

L ucida B righ t R eg u la r 1 0 0 %

Georgia Bold 9 7 %

!Souvenir Demi 9 5 %

Verdana Bold! 8 4 %

Comic Sans M S 6 5 %

j j a r > n k a r d  j —а  «к ion 4 8 %

to 1 1 %

IV. CLASSIFICATION WITH NEURAL 
NETWORK - N N

In some cases the method of Nearest Neighbors is quite 
inconvenient, because it needs to maintain big database of 
already classified vectors, and in order to recognize a 
word all the vectors from the database are compared with 
the vector describing the tested word. In case of huge 
database it may be time-consuming and hence inefficient. 
The use of Artificial Neural Networks allows us to avoid 
such costs.

In our research we use Multi-Layered Perceptron: classic 
feed-forward neural network, with one hidden layer 
(composed of 125 neurons), trained by the 
backpropagation method [9]. As a transfer function, we 
took the bipolar logistic sigmoid function (Eq. 3.)

F W = - A 7 - I ,  (3)

The network has 62 inputs (because our input vector 
describing each word is also build of 62 elements) and 75 
outputs (the number of classes in our database.) The 
number of neurons in hidden layer was determined 
according to Kolmogorov's Theorem [13]. First network 
was trained with vectors from the Training Set. The 
training stage was performed, until recognition rate on 
Training Set climbs to 95% (it was about 500 epochs.) 
Next, fully trained network was tested with remaining 
words (words from the Test Set) -  62-element vector 
describing given word (obtained from view-based 
algorithm) was presented on input of a network. In the 
output we get information about class of input vector (i.e. 
what word it describes) -  the number of output neuron on 
which we observe the biggest signal indicates the number 
of the class.

Classification with Neural Networks allowed us to obtain 
80% correctly recognized words. As can be seen, the 
overall effectiveness is slightly lower than with the 
Nearest Neighbor method. It is mainly because of great 
number of classes and rather tiny Training Set (for 
comparison purposes we use exactly the same Training 
Set for both methods.) This result can be improved by 
expanding Training Set or adding some noise signals to it. 
Additionally, some gain can be achieved by altering 
training method or the net architecture. Such experiments 
were not included in this work as it is not the main goal of 
this paper.

Table 3 presents detailed results for some chosen words. 
Although the general average result is not high, it can be 
seen that some words are recognized with higher 
accuracy. The difference between the best and the worst 
recognition rates is, therefore, reduced. This means that 
the neural networks are well adapted to the given 
database.

Table 3. Results of recognition for selected words by AW

A n i m a l  N a m e R e c o g n i t i o n  R a t e

dog 95%

mouse 86%

cockroach 69%

goat 88%

shark 94%

tiger 91%

ant 81%

Similarly, in Table 4 some differences in recognition rates 
for various fonts can be observed -  the rates for some 
fonts are improved.

Table 4. Results of recognition for selected fonts by AW

F o n t  N a m e R e c o g n i t i o n  R a t e

L u c id a  B righ t R egular] 8 1 %

[Georgia B old 8 3 %

Souvenir Demi! 9 1 %

Verdana Bold 9 5 %

Comic Sans M S 8 5 %

I 'Q e r ’n Ia avd a s i i i o n 4 0 %

1 9 %
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V. CLASSIFICATION WITH NEURAL 
NETWORK AND TOEPLITZ MATRICES

Experiments have also been done on using TM (Toeplitz 
Matrix minimal eigenvalues) along with the NN in a 
hybrid system to develop an algorithm for a less data 
feature vector without affecting the classification rate. TM 
was applied successfully with NN in classifying separate 
characters [11], [12]. This would be an important step in 
using TM and their minimal eigenvalues to large class 
groups of object images. The work in this direction is still 
under research and the current results are not of high 
success rate enough to be published.

VI. CONCLUSIONS AND FUTURE WORK

In this paper a new method of word recognition was 
presented. It combines View-Based method (previously 
used for letter recognition) with well-known and popular 
Artificial Neural Networks. Results o f experiments show 
that this method is successful for printed-word 
recognition. However, the efficiency for words printed 
with calligraphic fonts, or fonts imitating handwritings is 
not so high, anyhow generally the results are promising 
and encouraging for further work.
Moreover, this method has possibilities for further 
improvements and adjustments, and can be modified -  
especially in the classification stage, for example by 
altering neural net architecture, or using another training 
method, what can change final results. We also want to 
expand our database, by adding more both common and 
uncommon fonts.
Our next step will be to use this method for recognition of 
handwritten words. We are also planning to add two other 
methods, used in our previous works: dynamic time 
warping [10], which gave good results with signatures 
and the application of Toeplitz matrix minimal 
eigenvalues. The latter is under continuous studying and 
research.
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Abstract: Presented paper addresses face recognition 
algorithm by means o f  synthetic discriminant filters 
synthesized in pseudo 3-D mesh domain. The objective o f  
the research is to construct facial descriptor in the form o f  
linear filter, which should produce high and low outputs 
fo r intra- and inter-class recognition problem respectively. 
This filter can be synthesized from 3-D sparse meshes 
derived from a given set o f  images o f  a person. Source gray 
(color) images are subjected to special preprocessing to 
generate initial mesh. A set ofmeshes fo r  given object class 
is the basis to construct discriminant filter. As ever the 
filter is created it is then used as facial descriptor, i.e. 
serves as personal ID fo r  face identification. So fa r  mesh 
density should be considered as a parameter o f  the 
classifier the study examines how the performance o f  the 
system depends on mesh sparseness.

Keywords: Face recognition; Pseudo 3-D mesh; Sparse 
mesh; Discriminant filter.

I INTRODUCTION
Automatic face image recoion is an active research topic in 
computer vision. This task has a rather long history [1], 
and still remains a very challenging problem today. The 
problem has been intensively researched in recent years. 
Researches in face recognition have been motivated by 
both their scientific values and wide potential applications 
in public security, law enforcement and commerce. Crowd 
surveillance, electronic line-up, store security and mug 
shot matching are some of the security applications. Much 
progress in face recognition has been made in the past few 
years [2]. However, face recognition remains difficult, 
unsolved problem in general [3,4]. The approaches to face 
recognition have covered sources from 2D intensity or 
color images up to 4D face data [5]. With that high 
computational and spatial costs make limitations to use 
these approaches in real application systems.

Two basic approaches to facial image processing, i.e. 
appearance- and model-based, are now extensively 
exploited in research and system development. Because of 
digital image nature of the objects to be identified we can 
utilize their structural (geometric) features and their 
intensity/color/texture ones as well. The former features 
are as usual the features for model-based image 
recognition algorithms. The later features are used in 
appearance-based approach. In both approaches, extrinsic 
imaging parameters, such as pose, illumination, facial 
expression and makeup still cause much difficulties 
red icing recognition rate.

The classical methods used for face representation are the 
Principal Component Analysis (PCA) [6] and Linear

Discriminant Analysis (LDA) [7]. The former method 
project the input image into eigenfaces which decorrelate 
image data features, whereas the later maps the input 
image into fisher faces which maximize the class 
separability. Recently, the Independent Component 
Analysis (ICA) [8] has been investigated in the context of 
face representation. However, the disadvantage of the ICA 
technique is that there is no natural way to identify which 
and how many of the ICA axes should be used to define the 
dimensionality reducing transformation.

The Linear Discriminant Analysis is a popular pattern 
recognition method, and some LDA-based face 
recognition systems [9,10] have been developed in the last 
decade and encouraging results have been achieved. 
However, this method suffers from a well-known small 
size problem, that is the sample size is small compared 
with the dimension of feature vector.

Appearance-based face recognition algorithms utilize the 
intensity or intensity-derived features of original images. 
The dimensionality of feature vector used by these 
methods is often veiy high while the training sample size is 
relatively small. Such training data can lead the classifier 
to be biased and have a large variance, resulting in a poor 
performance [11]. To improve the performance of the 
"weak" classifiers, a number of approaches have been 
presented [12, 13, 14].

In many practical tasks it is required to represent the face 
images in terms of a small number of parameters of poses 
rather than their own face images due to its effectiveness 
for data representation, storage and transmission. However, 
the relationship between the face appearance and the pose 
parameters is not matched well in the original 
high-dimensional data space because variations of face 
images are characterized by a complicated non-linear 
manifold. The conventional wisdom in face recognition is 
to project the face image into a lower dimensional space. 
The motivation for dimensionality reduction is manifold. 
Image data are inherently of high dimensionality and 
designing recognition system in the image space would 
lead to a computationally complex decision rule. There is 
also the argument based on the peaking phenomenon, 
which dictates that the ratio of the training set size and 
pattern dimensionality should be of an order of a 
magnitude to prevent over-training. As training sets 
available for face recognition system design are invariably 
small, a significant reduction of dimensionality is normally 
thought. Moreover, the face image data are very highly 
correlated. The use of classical pattern recognition 
approaches on such data sets leads to unstable decision 
rules which generate extremely poorly to unseen patterns.
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Reduction of dimensionality can be performed on the base 
of different approaches. Common used techniques are 
principal component analysis, multidimensional scaling 
(MDS). Classical MDS finds an embedding that preserves 
the interpoint distances, equivalent to PCA when those 
distances are Euclidean. The major algorithmic features of 
PCA and MDS are computational efficiency, global 
optimality, and asymptotic convergence with the 
flexibility to Ieam a broad class of manifolds.

Being consistent with appearance-based approach which 
does not require selection of specific facial features, we 
build recognition model directly from the image data. In 
our approach a number o f facial images of given person 
(object class) are considered as a cluster in 
high-dimensional space and the separation between classes 
is unknown. The idea is contained in the following: given 
set of feature vectors (members of some object class) find 
vector-function which produce equal output for each of 
these vectors. This set of vectors is called the training data. 
All the other class exemplars are test set of data. The more 
training exemplars are available for given object class the 
better final result of intra-class recognition. As to 
inter-class separability, high value for it is not always 
ensured and the problem requires additional investigation. 
Thr basis of proposed approach is to model human face as 
approximate parameterized pseudo 3-D sparse mesh which 
could fill up training set well enough to achieve reliable 
identification.

II ALGORITHMIC PROCESSING 
SCHEME OVERVIEW

The most valuable variations in face images are induced by 
different lightning, pose and expression. Therefore the 
proposed algorithm requires a number of training facial 
images for given person obtained under different 
conditions. In order to eliminate/minimize noise 
introduced by different background, illumination and scale, 
special procedures were carried out at the preprocessing 
stage. At first, face area is limited by elliptic mask and 
rescaled to standard size (Fig. I). Geometrical 
standardization concerns the between-eye distance and its 
position in the area of elliptic mask. One can choose 
different ways both how does it and what facial parameters 
have to be preserved.

Preprocessed images of given person p  form class-specific 
set of feature vectors (X1, x2, ... xra}p which are then 
considered as functions of a basis on which required filter 
has to be linear decomposed on. Formalization comes to 
matrix equation for linear filter, specifying conditions 
needed the task to be resolved.

Initial image set of the person K Properties

* D H l V r e n i  p o s e

* DHTemil expression

* D i i T e m i t  i l l u m i n a t i o n

* DiiTeient stale

First Preprocessing Stage: selecting elliptical AOI

n ® #  ^ I I  w ® »  ' J  ♦
Fig.1 - Im ag e  set, its  p ro p e rtie s  a n d  f ir s t  p rep rocessing  

stage.

Here should be pointed out that sparseness property of the 
proposed image representation by these meshes is of great 
importance for synthetic discriminant function algorithm. 
It provides the ability to vary the dimensionality of feature 
space used allowing both to reduce and to extend it if 
necessary.

To minimize illumination effects on final classification 
results all images are transformed into standard dynamic 
range of intensity. Conditional transform for image point 
I(x ,y )  should yield to new intensity value I '(x ,y )  and may be 
written in simple form as

l \ x , y )  =  A{I{x,y) “ -̂ min )/(/max ~ ̂ min ) О)

with constraint Imac f  Imin and amplitude A defines the 
dynamic range of illumination (intensity) and usually 
equals to 255 in correspondence with gray scale. Obtained 
image I'(x,y) is then converted into parameterized pseudo 
3-D sparse mesh.

Fig. 2 - Source  g ray  im age, its in itia l and reg u la r  resam p
ling  dow n m eshes (from  top  left to bottom  right).

The question on how condensed or sparse the generated 
mesh should be is one of the tasks of this research. Thus 
one can estimate the proposed technique comparing the 
results obtained.

Ш FILTER SYNTHETISIS
Approaches with using synthetic discriminant functions 
for pattern recognition are good practice and suitable 
technique. There are many types of pattern recognition 
problems and there exists many ways to construct synthetic 
discriminant functions. Comprehensive methodology of

150



the subject for many different cases o f classification task is 
given by David Casasent [15]. We will concentrate our 
attention on such types of SDF, which produce equal 
output for class members. In [15] these filters are called 
ECP SDF or Equal Correlation Peak Synthetic 
Discriminant Function.

We will now consider general approach of how the 
synthetic discriminant function (in the form of linear filter) 
can be constructed.

Consider image set [X1, x2, ... xm} of some object class, 
where all X i  a r e  л *  I  column vectors and я  thus
represents the dimensionality of the problem. To 
synthesize filter f we form linear equation

I F f = U ,  (2)

where ліхл matrix IF = {x,T, x2T, ... xmT} is constructed 
from feature vectors of the training set of a given object 
class, filter f  is л х /  vector and u is m *l vector of desired 
outputs Ui. The main idea is that of the filter f  produces 
equal values for all samples from the training set, because 
they are members of the same object class. Thus, U1 =  Uj  = u. 

It can be shown, that if the filter f  is linear combination of 
m training vectors, the decision o f (2) is given by 
pseudo-inverse of IF as follows

f=  IFt(IFIFt)-1U (3)

Define matrix R im = WW  T as square m^m matrix and 
which is correlation matrix of images. Now equation (3) 
can be rewritten as

f  = W rR im' u. (4)

In general case m different vectors (regardless of they are 
samples of the same object class) may be expected linear 
independent, and if m < n matrix R im is of full rank, the 
inversion Ifim 1 exists and delivers the single decision of
(4).

IV RESAMPLING DOWN MESHES
Mesh representation of initial image is intended to obtain 
the base for image modeling and recognition. It is aimed 
mainly to make the transition from intensity to geometry. 
Mathematically it can be written as

G(r) = F[B(r)], (5)

where F[-] denotes operator that transforms image 
brightness B{r) to shape geometry (i.e., altitude) G(r). An 
extrinsic form of F['] can’t be found directly. There exist 
some ways to calculate an approximate G(r) and one can 
find it elsewhere or use tailor made techniques if 
appropriate.

Our interest in using meshes concerns mainly the ability to 
reduce slightly the dimensionality of the problem while 
preserving classification accuracy. Such technique enables 
to resample down mesh sparseness both in regular (like 
1:2, 1:3...) as shown in Fig.2 and irregular manner. Direct 
way to estimate how the system performance depends on

mesh sparseness is obvious and results are discussed in the 
next section.

V EXPERIMENTAL RESULTS
Special database of 21 individuals was prepared from 
scanned photos with initial resolution 300 dpi and used for 
computer simulation. For elliptical AOI it lead to image 
dimensions of approximately 240x320. Total database 
contains over 300 images with 14 16 samples per class.

To evaluate recognition rate of proposed method we 
construct facial descriptors for all object classes. Synthetic 
discriminant filters were constructed from initial meshes 
using five training objects per class and remaining ones 
played as testing objects. Mean class identification value 
for testing sets varied between 82 + 93% while delivered 
100% rate for training ones. Filter performance is shown in 
Fig.3 where five randomly chosen objects of ten exemplars 
are drawn as their projection value to class specific

Fig. 3 - Discriminant filter performance for five randomly 
chosen testing objects.

synthetic filter. This value mathematically is the inner 
product of the filter and the image under test. The closer 
the value of inner product to ‘ Г  (identified as a ‘member’) 
the better classification rate. Decision boundaries for given 
object class are defined simply as у  = -1/2 and у  = +1/2. 
This definition leads the testing image be accepted as 
‘member’ if filter output falls into interval ]-l/2; +l/2[, and 
as ‘nonmember’ otherwise. Semitransparent gray strip 
marks the “true” area with correct identification results.

To evaluate the effect of mesh sparseness on the 
classification power initial (full) mesh is subjected to 
resampling-down procedure with ascending ratio. Thus we 
can evaluate classification performance at the eveiy 
iteration of the procedure in progress. Experimental results 
for five chosen object classes are shown in Fig. 4 as 
classification curves and mean error rate curve with 
standard deviations. As can be seen classification rate 
remains practically reliable (i.e. ~ 85%) right up to the 
resampling ratio 1:4 and then harshly fall down. Such 
behavior of the error rate curve enables to conclude that 
efficient resolution in face recognition problem can be
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found within 300 + 75 dpi. That leads to minimal image 
(elliptical AOI) size dimensions of approximately 60x80.

Fig. 4 - Mesh sparseness dependence of face recognition rate 
for five object classes and error rate with standard 
deviation marks (bold).

In general experimental results show high recognition rate 
for developed algorithm.

VI CONCLUSION
We have described the mesh based discriminant filter 
synthesis technique and the algorithm for face 
identification which is based on. The recognition algorithm 
first uses an area of interest localization procedure to 
provide rough face regions under different poses, followed 
by a procedure which minimizes illumination effects.

Synthetic discriminant function approach in the stage of 
classification can potentially deliver the very low False 
Acceptance Rate (FAR) for intra-class problem if the 
power of training set is enough. In our research the use of 
5-member training set delivers reliable classification 
performance of the system.

In order to utilize SDF technique the 3-dimensional sparse 
mesh for face image representation was offered. Some 
obvious advantages of proposed method for data coding 
are the following. At first, it enables to vary the 
dimensionality of the problem and to fit it to obtain 
non-zero solution of matrix equation (4). In other words, 
we can guarantee correct solution until the number of 
training samples is less than the dimensionality of vectors 
included in matrix JV. Furthermore, in pure geometric 
sen:e the pseudo 3-D face model enables to perform 
(pseudo) rotations of the face not only in the image plane, 
but also in depth.
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Abstract - Speech recognition is always looked upon as a 
fascinating field in human computer interaction. It is one o f 
the fundamental steps towards understanding human 
cognition and their behavior. White most o f the literature 
on speech recognition is based on Hidden Markov Models 
(HMM). This paper presents a neural network approach for 
speech recognition in Tamil language.This paper proposes a 
neural network approach to build a speaker independent 
isolated word recognition system for Tamil language. The 
proposed system includes six steps. First, preprocessing 
step is to denoise the input speech signal using wavelet 
transform. Second, the unvoiced part is removed by using 
the energy values and number o f zero crossings. Thirdly, to 
do feature extraction based on Mel Frequency Cepstral 
Coefficients (MFCC). Fourthly, these feature vectors are 
normalized to reduce speaking rate specific variations o f the 
features o f the phonetic classes using Cepstral Mean 
Formalization. Next, Self Organizing Map (.SOM) neural 
network makes each variable length MFCC trajectory o f an 
isolated word into a fixed length MFCC trajectory and 
thereby making the fixed length feature vector. Finally, the 
resulting fixed number o f feature vector is submitted to a 
feed forward neural network in order to recognize the 
spoken words.

Keywords-TavtAX speech recognition, noise removal, feature 
extraction, ccpstral mean normalization, Self Organizing 
map, feed forward neural network.

I INTRODUCTION
The speech recognition problem may be interpreted as a 
speech-to-text conversion problem. A speaker wants his/her 
voice to be transcribed into text by a computer. Automatic 
speech recognition has been an active research topic for 
more than four decades. With the advent of digital 
computing and signal processing, the problem of speech 
recognition was clearly posed and thoroughly studied. 
These developments were complemented with an increased 
awareness of the advantages of conversational systems. The 
range of the possible applications is wide and includes: 
voice-controlled appliances fully featured speech-to-text 
software, automation of operator-assisted services, and 
voice recognition aids for the handicapped.
Tltere are many distinctive features in our speech 
recognition system.
The system:

• is tolerant to noisy environment
• is designed for Tamil language recognition

• is implemented using neural networks
• is speaker independent speech recognition system.

In the following sections, we present the implementation 
stages of our system. Section 2 of the paper describes 
wavelet based denoising method to remove the noise in the 
speech signal. In section 3, we describe the silence removal 
algorithm. In section 4, we describe the feature extraction 
based on M d Frequency' Ccpstral Coefficients. Section 5, 
describes normalization procedure using cepstral mean 
normalization. In section 6, describes converting variable 
length MFCC trajectory of an isolated word into a fixed length 
MFCC trajectory using Self Organizing Map. The next stage of 
the design to train the system for different utterances of the 
words in the vocabulary set. These utterances should 
constihite a good sample set of the various conditions and 
situations in which the word may be pronounced. This 
training was implemented on feed forward networks using 
back propagation algorithm. Tliis is discussed in Section 7. 
Conclusion and future works are drawn in Section 8.

F i g .  I  T h e  P r o p o s e d  S p e e c h  R e c o g n i t i o n  S y s t e m

II WAVELET BASED DENOISING
In Fourierbased signal processing, the out of band noise can 
be removed by applying a linear time invariant filtering 
approach. However, it camiot be removed from the portions 
where it overlaps the signal spectrum. The denoising 
technique used in the wavelet analysis is based on an 
entirely different idea and assumes the amplitude rather titan 
the location of the spectrum of the signal to be different 
form the noise. [2] The localising property' of the wavelet is
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helpful in thresholding and shrinking the wavelet 
coefficients that helps in separating the signal from noise.

The dcnoising by wavelet is quite different front traditional 
filtering approaches because it is non-linear, due to 
thersholding step.

The denoising by thresholding involves the following steps:

fig.3 Speech Waveform of the word “O nnru” after Silence 
Removal

TV FEATURE EXTRACTION
Tltis module converts the speech waveform to parametric 
representation for further analysis and processing. A wide 
range of possibilities exist for parametrically representing 
the speech signal for the speech recognition task, such as 
Linear Predictive Coding (LPC) and Mel- Frequency 
Cepstrum Coefficients(MFCC).[3] MFCC’s are based on 
the known variation of the human ear’s critical bandwidtlis 
with frequency, filters spaced linearly at low frequencies 
and logarithmically at high frequencies have been used to 
capture the phonetically important characteristics of speech. 
This is expressed in the mel-frequency scale, which is a 
linear frequency' spacing below 1000 Hz and a logarithmic 
space above 1000Hz. The speech wavefonn is passed as 
input to MFCC processor that generates tire MFCC co
efficient of tire speech signal.

A. M el-F requency Cepstrum  Coefficients 
Processor

A block diagram of the structure of an MFCC processor is 
given in fig. The speech input is typically recorded at a 
sampling rate above 10000Hz. The sampling frequency was 
chosen to minimize the effects of aliasing in the analog-to- 
digital conversioa The sampled signals capture all 
frequencies upto 5 kHz, which cover most energy of sounds 
that are generated by humans. The main purpose of the 
MFCC processor is to mimic the behavior of the human can 
and MFCC’s are less susceptible to variations. The 
following steps arc involved in MFCC processor for

Fig.2 Speech Waveform of the w ord “ O nnru” before and after generating MFCC. 
noise removal

1. Calculate a wavelet transform and order the 
coefficients by increasing frequency.

2. Calculate the median absolute deviation (MAD) 
on the largest coefficient spectrum.

Median( IC01 ,1 с, | , .............I c2n,-i | )
MAD =

0.6745
Here c0, c, ... are the coefficients. The factor 
0.6745 in the denominator rescales the numerator 
so that MAD is also a suitable estimator for the 
standard deviation for the Gaussian white noise.

3. Noise threshold will be calculated using the 
equation given below:

Thrcsh=MAD Vln(N)
N -  size of the time series.

4. Perform softlhresho lding of the wavelet 
coefficients.

If(coef[i] < = thresh)
Coef[i]=0

Else
Coef[i]=coef[i]-thresh

5. The coefficients obtained from step 4 are then 
padded with zeros to produce a legitimate wavelet 
transform and this is inverted to obtain the signal 
estimate.

ІП SILENCE REMOVAL
The next task is to identify the presence of a speech signal. 
Two criteria were used to identify the presence of a spoken 
word. First, the total energy is measured, and second the 
numbers of zero crossings are counted. Both of these were 
found to be necessary', as voiced sounds tend to have a high 
volume (and thus a high total energy), but a low overall 
frequency (and thus a low number of zero crossings), while 
unvoiced sounds w'ere found to have a high frequency, but a 
low volume. Only background noise was found to have 
both low energy' and low frequency. The method was found 
to successfully detect the beginning and end of the several 
w'ords tested
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Figure 4: Block diagram of MFCC Processor

B. F ram eB lock in g
In mis step the speech signal is blocked into frames of N 
samples, with adjacent frames being separated by M 
(M < N ). The first frame consists of the first N samples. 
The second frame begins M samples after the first frame, 
and overlaps it by N -  M samples. Tliis process continues 
until all the speech is accounted for within one or more 
frames. Typical values for N =256 ( which is equivalent to 
~ 30 msec windowing and facilitate the fast radix-2 FFT) 
and M=100’

C. W indowing
The next step in the processing is to window each individual 
frame so as to minimize the signal discontinuities at the 
beginning and end of each frame. Tliis minimizes the 
spectral distortion by using window to taper the signal to 
zero at the beginning and end of each frame. We define the 
window as w(n), 0< n < N-l, where N is the number of 
samples in each frame. The result of windowing is the 
signal

Y1 (n)=X](n)w(n), 0< n < N-I

Typically the Hamming window is used, which has the 
form:

W (n)=0.54 -  0.56cos(2TIn / N -  I), 0< n < N-I

I). F ast F ourier Transform  (F F I)
The next processing step is the Fast Fourier Transform, 
which converts each frame of N samples from the time 
domain into frequency domain. The FFT is a fast algorithm 
to implement the Discrete Fourier Transfonn (DFT), which 
is defined on the set on N samples {xn} as follows:

N-I
Хп_Ік Є -2ГОоЛ1> 0>1>2>.........N . ,

k=0
j denotes the imaginary unit, i.e. j = V-1, xn s are complex 
numbers. The resulting sequence {xn} is interpreted as 
follows:

• The zero frequency corresponds to n= 0, positive 
frequencies 0 < f  < Fs/2 corresponds to values 1< n 
<N/2-1

• Negative frequencies -Fs/2 < f < 0 correspond to N 
/ 2 + I < n < N-I

Fs denote the sampling frequency. The result after this 
step is often referred to as spectrum or periodogram.

E. M el-F requency W rapping
The human perception of the frequency contents of sounds 
for speech signals does not follow a linear scale. Thus for 
each tone with an actual frequency f, measured in Hz, a 
subjective pitch is measured on a scale called the ‘mel’ 
scale. The mel-frequencv scale is linear frequency spacing 
below IOOOHz and a logarithmic spacing above 1000Hz. As 
a reference point, the pitch of I kHz tone. 40 dB above the 
perceptual hearing threshold, is defined as 1000 mels. We 
use the following approximate formula to compute the mels 
for a given frequency f  in Hz:

M d (f)=2595 * Iog10Cl + f  / 700 )

F. Cepstrum

In this final step, we convert the log mel spectrum back to 
time. The result is called the mel frequency cepstrum 
coefficients (MFCC). The cepstral representation of the 
speech spectrum provides a good representation of the local 
spectral properties of the signal for die given frame analysis. 
As the mel spectrum coefficients are real numbers, we 
convert them to time domain using the Discrete Cosine 
Transform (DCT). Sk. k=1.2...K, denotes those mel power 
spectrum coefficients then the MFCC’s, Cn, are calculated 
as follows:

K
C11-K lo g  Sk) cos [ n ( к -  / 2 ) П / K J. 

k=l
n = 1,2......K
We exclude the first component, C0, from the DCT since it 
represents the mean value of the input signal, which carries 
little speaker specific information.

V CEPSTRAL MEAN NORMALIZATION
It was noticed that recognizer performance degraded 
because of variability in the acoustic realization of the 
utterance, which could come from various sources. First, it 
may be due to change in the environment as well as position 
and characteristics of the microphone. Second with in 
speaker, variability could result from change in speaker's 
physiological state, speaking rate, voice quality, socio- 
linguistic background, dialect, vocal tract size, shape etc. 
These factors contribute to change in amplitude, duration 
and SNR ratio for a given utterance. Hence in order to 
make the system more robust to above said distortions we 
implemented a normalization technique by which cepstral 
coefficients were normalized to have zero mean and unit 
variance within the given frame. [8]

The normalization coefficients were calculated over a 
relatively short sliding window (frame). The feature vectors 
were normalized as follow's:

C,.D G) - R.<J) 

a Q-T G ) = -------------------
OtG)

Where
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Ct-D (j) the jth component of the original feature 
vector at time t -  T 
лС,-т (j) is the normalized version 

T denotes the delay in terms of feature vectors.

The normalization coefficients, mean gt(j) and standard 
deviation ot(j). For each feature vector component j were 
calculated over the sliding finite length normalization 
window as shown below 

N
p > ( j ) = l / N I  Cn(J) 

n=l
Standard deviation 

N
Ot(J )=I / N I (Cn(J)- p ,0))2 

n=l
Where N denotes the normalization segment length in terms 
of the feature vectors. Here the mean removal can be 
regarded as the linear high pass filter and division by 
standard deviation act as an automatic gain control.

VI NEURAL NETWORK
An artificial neural network consists of a potentially large 
number of simple processing elements (neurons), which 
influence each other’s behavior via a network of excitatory 
or inhibitory weights. Each unit simply computes a 
nonlinear weighted sum of its inputs, and broadcasts the 
result over its outgoing connections to other units. A 
training set consists of pattern of values that are assigned to 
designated input and/or output units. As patterns are 
presented from the training set, a learning rule modifies the 
strengths of the weights so that the network gradually learns 
the training set. Neural networks are usually used to perform 
static pattern recognition, that is, to statically map complex 
inputs to simple outputs, such as an N-ary classification of 
the input patterns. Moreover, the most common way to train 
a neural network for this task is via a procedure called 
backpropagation (Rumelhart 1986), whereby the network’s 
weights are modified in proportion to their contribution to 
the observed error in the output unit activations (relative to 
desired outputs)

A. S eIfO rgan izin gM ap(S O M )
Since the recognizer Neural Network must have fixed 
number of input, here it addresses the problem of solving 
the variable size of the feature vector of an isolated word 
into a constant size. The SOM (Self Organizing Map ) 
Neural Netw'ork[16] makes each variable length MFCC 
trajectory of an isolated word into a fixed length MFCC 
trajectory' and thereby making the fixed length feature 
vector, to be fed into to the recognizer.

This neural network mainly is transforming an n- 
dimensional input vector space into a discretized m- 
dimensional space while preserving the topology of the 
input data. The structure of this neural network is two 
layered i.e. input space and output space. The training 
procedure is unsupervised and it is called the competitive 
learning and expressed as winner takes all. Compared to 
biological neural network here it is totally a statistical 
approach.

B  D esign o f  constant trajectory m apping module
Using the Self Organizing Map the variable length each and 
every MFCC trajectory' is mapped to a constant trajectory of 
6 clusters while preserving the input space. The 
implemented algoritlun is consisting of three parts. [9]

B .l  Com petitive process
Let x be the m-dimensional input vector then,
х = [х^х2,...,хт]т

Let Wj be the synaptic weight vector of neuron j  then,

Wy = [wyl,Wy.2J...,W;mf  j  = 1,2...,1

The index of the best match neuron i(x)  is

i(x)  =  arg m i n \ x -  wt \\, j  = I. 2.... I 
і

Where I is the total number o f neurons in the network.

B.2 Cooperative process
The lateral distance excited neuron j  and winning neuron і

Where rj is the position o f neuron j  and P1 is the position o f
the neuron i.
The width O' of the topological neighborhood shrinks with 
the time as follows:

f  \
a(n) -  cr0 e x p n = 0. I, 2...

\ h 7

Thevariationofthetopological neighborhood h j l(x)(n) is,

h,AJ n) = exP
-  d 2 Л 

Si

2 c r  (я)
, n = 0.1.1...

B.3 Adaptation process
The changing of the learning rate is as follows:

ф )  = t]0 e x p
' - J ?

\  T2 J
n = 0. I. 2...

The adaptation of weights is as follows:
w;.(/t + l) = Wj (U) + tl(n)hj m (n){x- W j (Cl))

where TJ0 = 0.1, T2 = 1000, and T1 = ---------
logc^o

The size of the center is cliangcd dynamically with number 
of frames. Since it has 6 clustered centered all are initialized 
to random weight initially and allow the variable length 
trajectory of each MFCC coefficient to arrange to the size of 
six unique shape preserving time domain feature sequence.
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VII DESIGN OF RECOGNIZER

The recognizer was designed to recognize the 10 digits and 
each digit input to the recognizer of size of 78 features, 
feature vector.

90% words were recognized correctly. The experimental 
results indicate that the, new approach developed for 
training the neural network’s architecture proved to be 
simple and very efficient. It reduced considerably the 
amount of calculations needed for finding (lie correct set of 
parameters.

A.BackPropagation
Back propagation is the most widely used supervised 
training algorithm for NeuralNelworks [7]. The training of a 
network by backpropagation involves Uiree stages; the 
feedforward of the input training pattern, the calculation and 
backpropagation of the associated error, and the adjustment 
of the weights. After training, application of the net 
involves only the computations of the feedforward phase. 
Even if the training is slow, a trained net can produce its 
output very' rapidly.

Train Uie multilayer feedforward network by gradient 
descent to approximate an unknown function, based on 
some training data consisting of pairs (x,t). Tlie vector x 
represents a pattern of input to the network which are the 
feature vectors of the signals obtained from SOM, and the 
vector I the corresponding target, the Tamil words 
corresponding to Uie vector passed. The overall gradient 
with respect to the entire training set is just the sum of Uie 
gradients for each pattern. We number the units, and denote 
the weight from unit j to unit і by wij.

Output

Hidden

t
Input

Fig. S A feedforward neural network,, highlighting the 
connection from unit і to j

The backpropagation algorithm is implemented as follows:

I . Initiahze the input layer: y0 = x
2. Propagate activity forward:

fori = 1 ,2,....L,
У] = f (  W] у и + b i), where b| is the vector of bias 

weights.
3. Calculate the error in Uie output layer:

5L = t - y L
4. Backpropagate the error: 

for I = L-1, L-2,.. I,
5l = (w,+,t 5i+1 ). f,1 (net I) 

where T is the matrix transposition 
operator.

5. Update the weights and biases:
AW1 =5, y„T;

Abi =¾

For speech recognition , the acoustic observation vectors 
with 1.1 MFCC coefficients w'here extracted from a window 
of 20ms . When Uie words were tested with 10 speakers then

VIII CONCLUSION AND FUTURE WORK

The experiments made with dynamic programming and 
neural network learning process for distinguishing the 
exemplars in frequency and discriminatoiy template patterns 
for each w'ord in the vocabulary, provided the basis for an 
effective Tamil speech recognition sy stem.

The future scope of the problem is to broaden to larger 
vocabularies continuous speech, and different speakers and 
to perform word recogniUon in noisy enviromnent basically 
w'ords uttered over the telephone netw'oik.
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Abstract: In this paper a pattern-recognition based approach to 
solving face detection task is proposed. All main steps are 
revealed and algorithms for their solution are built. It is shown 
that these algorithms in the aggregate effectively solve the face 
detection task. The conditions when the exact solution can be 
obtained are determined.

Keywords: face detection, ellipse search, image fragmentation, 
pattern recognition.

I. INTRODUCTION
Currently so-called biometrical systems of human 
identification became popular [1]. Such systems use 
unique biological characteristics which unambiguously 
define a person. The face is considered to be one of such 
characteristics.

An important task during implementation of technology of 
biometrical identification is detection of faces on an 
arbitrary input image [2]. This task is currently far from its 
solution [3]-[6], Methods used for its solution usually have 
a universal nature, very high computational complexity 
(about O (n3), where n -  number of pixels in the input 
image) and are not invariant to shooting condition.
In this paper an efficient (with 0(n) complexity) approach 
to finding face-like areas is proposed Also the conditions 
on which it’s possible to find exact solution of face 
detection task are determined.

II. STATEMENT OF PROBLEM OF FACE 
DETECTION

Let’s suppose that the face detection task is defined in the 
terms of pattern recognition and the corresponding 
recognition algorithm has been constructed. The process of 
face detection on an arbitrary image requires performing 
the following steps:

• Divisionofimageintofragments
• Description of fragments in the terms of 

permissible objects
• Recognition o f belonging of permissible objects 

to classes.
It’s obvious that to each of these steps a separate subtask is 
corresponding. The main of them is the recognition 
subtask, however, the efficiency of solution of face 
detection task depends on solution of each of them. It’s 
necessary to construct such algorithms for solving each of 
the enumerated subtasks which in the aggregate would 
solve the original face detection problem. Let’s consider 
each of them in detail.

III. RECOGNITION PROBLEM
When constructing recognition algorithm we’ll use a 
well-known hypothesis that the face has an elliptic shape 
which semi-axes are in the ratio of 75%. Then it’s possible 
to use ellipse as a geometric primitive which mostly 
corresponds to permissible objects. In this case an object 
can be described in terms of ellipse parameters i.e. 
permissible object F  = (x0, y a,a,b, O)  where

(xo, Уо) -  ellipse center, 6  - rotation angle and a, b -  big 
and small semi-axes.

Let’s define the face detection problem in general. An 
image of an arbitrary scene is given where different objects 
are present (including people). It’s necessary to detect only 
those fragments of image which correspond to human 
faces.

Let’s consider an approach to solving this problem based 
on its reduction to die pattern recognition problem. The 
letter can be defined as follows [7]:

A set o f permissible object is given which is divided into 
t  non-overlapping classes. The division is not completely 
defined and is given either by enumeration of some objects 
(by precedents) or by some properties of class (by rules). 
It’s necessary to determine (recognize) to which class 
arbitrary permissible object belongs, given the conditions.

A set of all permissible objects can be divided into two 
classes: all objects which satisfy the

condition <  E , where E is some threshold

value we’ll refer to class K l, and all others to class K2.

Now, let’s construct an algorithm which determines 
belonging of an arbitrary permissible object F to one of the 
given classes.

Let’s introduce two predicates:

P 1( F )  =
I, i f \ b ! a - 0 , 1 5 \ < E ,  

0, o therw ise

Thus, to define and solve a face detection task in the terms 
of pattern recognition it’s necessary to define an 
appropriate set of permissible objects, divide this set into 
classes and construct a recognition algorithm.

P2( F )  =
I, i f \ b / a - 0 , 7 5 \ > £ ,  

0, o th erw ise
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follows:Then recognition algorithm can be written down as 
A = R(RitR2)Or , where R,=<F, P,>, R2=<F, P2> - 
recognition operators, r = max(R,, R2) -  decision rule.

It’s easy to notice that complexity of the constructed 
algorithm is equal to the complexity of the calculation of 
predicates which comes to 0(1) and accuracy of solution 
depends on the chosen hypothesis and threshold value ( Є  ).

Describing the algorithm, it’s also possible to note that it’s 
invariant to the geometric transforms of scale and rotation.

IV. DESCRIPTION PROBLEM

To describe image fragments in terms of permissible 
objects it’s necessary to solve two tasks:

• Approximate fragment with a geometric primitive 
(in this case ellipse);

• Check the permissibility of the constructed 
approximation (degree of correspondence of 
fragment to shape of constructed ellipse).

When solving the first task we’ll use the following 
considerations. It’s well-known that ellipse center (X 0, y o )  

con cides with its center of mass, rotation angle 9  is 
determined by ellipse orientation and semi-axes a and b are 
half of height width of ellipse boundary rectangle. Since a 
human face has an elliptic shape, these properties can be 
used for calculation of parameters of approximating 
ellipse.

g _ arctan( p / ( a - y ) )

2

Step 3. (Calculation o f  ellipse semi-axes)

Fig. I. Calculation of boundary fragment of a face-like 
fragment.

To find ellipse semi-axes let’s put down a fragment into a 
rectangle considering already known center and 
orientation of the fragment. Co-ordinates of pixels of the 
fragment aligned to ordinate axis can be obtained using 
formulas:

Jx = x„ + (x — X0) cos 9 — ( y  — ) sin 9
I /  =>’o+(Jc-^o)sine + (T -7 o )cos<9

Then coordinates o f diagonal points of the rectangle can be 
found as follows:

Algorithm I (of approximation):

Step I. (ellipse center (x0, yo))

Let an image fragment U i be given by its characteristic 

[I , ( x , y ) e U t 

[0,(x,^) £ U i
def iition can be obtained using first moments:

function Ci (x, y )  =  ■ . Center of mass by

Z  2 > . ( * , o
. A-O /-0______

m-1 n-1
Y Y cM

Y b cM
V  =  *= ° / gO 
У  і m—I n— I

Y Y cM

Step 2. (ellipse rotation angle 9 )

To find 9  we’ll use second moments [8]:

a  =  Y 4 Y j i k - X 1) 2 C i i k , ! )
A =  0  / = 0

P  = I Y Y i k - X 1W - Уі)с,ік,I)
A = O  1=0 

A = O  / = 0

Rotation angle can be obtained to ( я / 2  ) using expression 
tg26  =  P  /(a  — у )  , when P ф 0  or а  Ф у  as

left -  min (x*)
C, ( x , y ) * 0 V

r ig h t= max (x*)
Ci (x,y)*0

t o p =  min ( / )
C , ( x , y ) *  0

b o tto m =  max (j /)
C , ( x , y ) r  0

Step 4. (a more accurate definition o f  a rotation angle)

Considering semi-axes found we can correct value of the 
rotation angle:

і 9 , i f  2a = right — left

® в  + —, otherwise 
2

Fig. 2. Ellipse approximations of face-like fragments.

It’s easy to see that the algorithm finds an approximating 
ellipse for any fragment. At the same time, the accuracy of 
approximation essentially depends on the shape of the 
fragment: the closer fragment to ellipse the better 
approximation is. These properties of the algorithm relies, 
on the one hand, regulated degree of feasibility of 
hypothesis that the face has an elliptic shape and on the
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other hand pick out permissible objects. To do this it’s 
enough to estimate accuracy of the constructed 
approximation.

Fig. 3. Ratio of approximating ellipse and real fragment.

Let’s designate number of fragment pixels inside and 
outside ellipse as Pin and Pout correspondingly, and 
general number of pixels in ellipse as C.

To check the accuracy of approximation let’s introduce the 
following rule:

Pin /  C> T1 and Pout /  C < T2,

where T1 and T2 are some threshold values.

This algorithm of description of permissible objects does 
not make any limitations to the source image and always 
constructs a description of permissible objects. It’s also 
easy to prove that it has a linear complexity.

Now let’s describe fragmentation algorithm. Let L be some 
queue. The image is scanned and all non-marked pixels are 
added to L. After adding a regular pixel, its closed pixels 
are discovered and added to L. At this original image is 
extracted from L. This procedure is repeated until L is 
empty. Adding a pixel (i, j)  to L we’ll designate 
as (/, j )  —> L , and extraction - (г , j )  <— L . Then 
algorithm can be written down as follows:
Algorithm 2: (of image fragmentation)
Step I. (primary step)

U mn =  {0} , Z- =  {0}  id= I

Step 2. (common step)
The image is searched from left to right from top to 
bottom ( j =  0 , m  — I, j  =  0, n  — I ) for a regular 
non-marked pixel (i, j )  (U  (i, j ) =  0 ). If there are 
no non-marked pixels go to step 7.

Step 3.

L = {(*, j ) }  , U (/, j )  = i d , id = i d  + 1.
Step 4.

While L  Ф {0}  do step 5. Otherwise go to step 2. 

Step 5.

(/,_/) <— L - extract regular pixel from the queue 
and compare it to the neighboring non-marked pixels.

V. FRAGMENTATION PROBLEM Step 6.

It’s necessary to develop an algorithm which divides a 
source image into fragments and obtain conditions on 
which algorithm is working correctly (i.e. areas with faces 
correspond to different fragments).

To describe an algorithm let’s introduce necessary notions 
and definitions. Let I be an original image. Pixels (I1Jy1)

and (I2J 2) we’N call neighboring if  the following 
condition is met:

maxfli, - i 2 H J i - J 2 1) = 1,

Two neighboring pixels (Z1, j \ ) и (Z2J 2) we’U call 
close, if inequality is true:

H W i ) - J (W 2)II <*G

where V is a threshold value which defines image detailed 
elaboration.

When fragmenting the image we’ll require that only close 
pixels composed a fragment. The main idea of the 
algorithm is based on a marking procedure, which assigns 
an .dentifier to each pixel o f the image. At that, pixels 
belonging to one fragment should have the same identifier. 
As a result of the algorithm a matrix of identifiers (Umn) 
which represents all image fragments is constructed

Let (Ii J i ) be k-th neighboring pixel ( k  = \,c , 
where c — number of neighbors). If
I lJ ( I J ) - J ( I i J i )II ^  > thcn U(ikJ t ) = U(Lj )  , 

( W t ) - * L  
Step 7.

End of algorithm.
As a result of the algorithm matrix U which contains all 
image fragments will be constructed.

Fig. 4. Example of fragmentation algorithm working.

It is proved that for correct working of fragmentation 
algorithm it’s enough that image meets the following
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conditions:

1. V(i'j J 1) є  A, Q2 J 2) і  A, such that

m a x fli,- i2 | , | j i - j 2 | ) < l  => ||l( i„ j1) - I ( i 2, j 2) | |^ v

2. V(ij, j \ ), (i2 J 2) є  A, such that

m a x fli,- i 2 U j l - j 2 |)< 1  => ||l(ii J , ) - I ( i2»j2)|| < v ,

As for algorithm complexity, it comes to O (N), where N is 
the number of pixels in image.

VL CONCLUSION

A described technology has a linear complexity which 
allows its usage in real time systems. Moreover, it is 
invariant to scale and rotation of a face and can be used for 
images with arbitrary background.

Decomposition into elemental subtasks allowed to obtain 
conditions of algorithm application and to manage its 
accuracy and complexity. However, critical moment of the 
technology is a fragmentation task. In the case when it’s 
impossible to isolate an elliptic fragment of a face (for 
instance when face is partially visible, the face is not in 
frontal position, etc.) additional research is necessary 
which eliminates this limitation. This can be achieved for 
instance by skin segmentation, directional filtration, 
borders accentuation, severance of fragment bottlenecks, 
etc. All this allows to meet conditions of divisibility which 
allow usage of fragmentation algorithm.
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Abstract: Basic algorithms and processing technologies o f  
integrated circuit layout images are considered. The 
images represented as a set o f  frames can regard as a 
dataflow and the processing are perfectly suited for  
parallel implementation. Framework architecture for  
designing parallel systems o f  image dataflow processing is 
proposed. The framework uses the algorithm o f  a virtual 
associative network fo r  increasing processing speed and 
system throughput during runtime.

Keywords: parallel processing, image dataflow, parallel 
application design, optimization framework, multi-agent 
architecture.

I. INTRODUCTION
The modem semiconductor manufacturing needs to 
control all of the critical process modules that drive IC 
manufacturing success. An optical inspection is the 
important part of such control solutions. It implies the 
presence of some operative analysis system [1] providing 
image registration, visual information processing and 
analysis.
The video map of an integrated circuit (IC) layout 
(metallization, diffusion or polysilicon layers) is obtained 
with the help of special or standard input devices 
(scanners). Layout image is represented as a set of raster 
frames and consists from areas, the boundaries of which 
are rectangle, polygon, circle or ellipse. They are contact 
windows, pads, diffusion or metal wires and other items 
of the IC layout. The areas differ from each other by color 
and its intensity. The difference degree of areas is pointed 
by initial set-up of the system and can be improved during 
analyses.
The set of frames can be considered as a dataflow. The 
type of IC layer defines a type o f the frame. The frames 
can be repeated in dataflow in arbitrary order. The frames 
can enter on the system in parallel, or in some time order. 
The analyzing system must process this dataflow in 
minimal time.
An image dataflow can be deterministic, which means, 
that the amount of frames and their types are known 
before processing. Another case of processing observes a 
stochastic dataflow. This dataflow occurs, when the types 
of arrived frames and their overall count are not known in 
advance. The task of processing this dataflow is more 
difficult then it is in case of deterministic dataflow. The 
solution of this task consists of runtime adaptation of 
processing system to dataflow characteristics. The 
adaptation can be realized as reconfiguration of either 
processing software or hardware architecture.
The effective dataflow processing can be achieved only 
with use of modem software design technologies. In 
modem computing the most powerful and popular

processing technique is parallel processing. However the 
problem of design of effective parallel architectures and 
applications is the fundamental obstacle to its wide use in 
many areas of computing.
There are three levels o f parallel processing depending on 
level of detail o f processing operations and data.
High - each frame is considered as entire one that is 
processed on one processor in a time.
Medium -  a frame can be processed in parallel, i.e. there 
exist a possibility to separate the frame to some local sub 
frames, that are processed on different processors in a 
time, or / and algorithm is iterative.
Low -  parallel implementation of core operations like 
discrete two-dimensional orthogonal transformations or 
calculation of moment functions that are based on 
recursive algorithms.
A problem of design of parallel processing systems can be 
solved by use of design automation tools at various 
development stages. These tools allow the developer to 
concentrate on an algorithm, and not to pay an attention to 
mechanisms of implementation of parallelism. This 
approach is good applicable to deterministic dataflow 
processing task, because o f its comprehensive definition. 
For automation of processing of stochastic image flows 
the developer can use the technique of load balancing. 
This technique is based on decomposition of algorithm on 
separate modules, them solves the part of the problem. 
The modules are implemented in some common 
programming languages and realized as separate 
processes, which integrate and work inside a framework 
for collective interaction support. The interactions 
between the modules are fully transparent from the point 
of view of the developer. This approach is more powerful 
and provides great performance. The separate image 
processing operations are defined as agents, which try to 
find the joint solution, satisfying some criteria. The agents 
plan and perform their interaction in such a way to 
achieve the minimal processing time. When high 
efficiency of functioning is achieved for all agents, then 
the entire system will also find optimal problem solution. 
As the planning itself is a very complicated problem, 
there is a necessity to create the planning methods and 
tools, which allow obtaining high efficiency of the 
problem solution with low expenses. There are some 
systems of computer vision and data processing, and most 
of these systems use parallel and distributed processing 
[2, 3, 4, 5]. These systems use different techniques and 
architectures, for example CORBA [5] or agent-based 
architecture [2].
Our contribution consists in development of a framework, 
which is initially based on the MPI (Message Passing 
Interface standard) [6] for parallel computations. The 
framework also uses a multi-agent application
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architecture. Another significant attribute of the 
framework consists in application of new hybrid 
algorithms with the purpose of computational 
optimization. The realized framework is suitable as a 
parallel skeleton for graph-based data processing 
applications. The approach of parallel skeletons for 
programming is one of perspective techniques of 
automation [7]. The ability of online optimization allows 
applications to achieve high speed and multicomputer 
utilization.
The rest of the paper is organized as follows. Section II 
presents basic algorithms realized in integrated circuit and 
photomask images processing systems [8, 9] and main 
technologies and processing scenarios for parallel 
implementation. Further we consider a possibility of 
parallel image processing on the high level, i.e. on the 
level of description of the processing scenarios that are 
connected with certain types of images. Section III 
presents the workload model for developing parallel 
applications on distributed PC or supercomputer clusters. 
Section IV describes the architecture of design system and 
runtime parallel framework for dataflow processing. 
Section V presents the performance evaluation of 
proposed framework.

IL BASIC OPERATIONS
The technology of integrated circuit layout images 
processing includes the following image processing and 
image analysis algorithmic stages:

Image registration 
Preprocessing and binarization 
Segmentation and vectorization 
Object analysis

Consider each stage in more detail.

A. I m a g e  r e g i s t r a t i o n
At the stage of Image registration two schemes of 
algorithms are used for quasi-optimal solution of the 
frames merging problem with the following restrictions: 
the frames are rectangular and have an identical scale. 
Three or four fragments matching are used instead of 
known algorithms to obtain good merging. In the first 
scheme local criterion is used to estimate a quads of 
frames located as a square matrix. In the second scheme 
the common criterion is used together with relative error 
of an outcome.

B . P r e p r o c e s s i n g  a n d  b i n a r i z a t i o n
7he stage of Preprocessing and binarization includes the 
following operations:
1) The conversion of the entry color map in a gray 
scale image with 256 intensity levels.
2) The median filtering with the purpose of anti
aliasing the map. The median filtration is fulfilled with a 
cross-window that accepts values 3,5,7,9.... "Diffusion" is 
regulated by an amount of iterations. These parameters 
are jccessible to the operator, however in most cases it is 
possible to use parameters set by default. Probably, the 
correction of these parameters will be indispensable at a 
rescaling of filming.
3) Correction of histogram to remove shadows along 
object boundaries.
4) Image smoothing with Gauss filter for image

jitte r-  parameters are operator size and number of 
iteration
5) Filtration taking into account layer type and object 
size.

C .  S e g m e n t a t i o n  a n d  v e c t o r i z a t i o n
The stage of Segmentation and vectorization includes the 
following operations:
6) The threshold sharing and contour detection based 
on orthogonal transformation. The value of a threshold is 
selected automatically according to the histogram of 
allocation of intensities o f the initial map, and the user 
can also adjust it.
7) The threshold sharing and contour detection based 
on cluster approach.
8) Morphological filtration for quality improving of 
segmented image by an elimination of blobs and an 
alignment of contour lines. This stage includes the 
following set of operations: extension, anabrosis and 
elimination noise that has not been deleted by two 
operations mentioned above. The first operation intends 
for the elimination of blobs on the detected objects. A 
collateral effect of this operation is the extension of 
objects; therefore it runs with the anabrosis operation 
function that is inverse function for the extension one. 
The erosion operation is intended for thinning of the 
objects after the extension operation. The third operation 
fulfils a rectification of boundaries of the objects. It 
realizes a search of beforehand detected objects by 
scanning all area o f the map with the operator window, in 
which one the percentage o f color, inhering to the object 
is determined.
9) Finding segments semantic descriptors and 
semantic filtration.
10) Construction of inner vector description and 
straight lines which approximation of contours with given 
accuracy.
11) Transformation o f inner vector description into 
Source or GDSII formats.

D. Object analysis
At the stage of Object analysis the following algorithms 
are used:
12) Creation of the library of layout items.
13) Object identification.
14) Design and training of classifiers.
15) Object recognition.
All operations run in of a particular sequence (scenario), 
but the interaction with the operator is stipulated. The 
operator can choose the executable operation and adjust 
its parameter, execute sequence of operations and 
evaluate the quality of the results, change the initial 
sequence (add operations or change the order), i.e. to 
produce so-called hand-held tuning of the scenario.
Based on experimental researches two basic techniques 
were proposed as the most useful for IC images 
processing:

the processing technique [8] for images with 
bimodal histograms of intensity based on operations I 
and 6.

the processing technique [9] for images with 
multimodal histograms of intensity based on operation 7.
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Within these two techniques there exist some scenarios 
that differ both operations and parameters according to 
layout type and image features.
All scenarios, produced by the operator on the sample 
image from one IC layer, must be repeatedly applied to 
full set of images of this IC layer. These images are 
entered into automated processing system, which is 
capable to process many images of different types 
simultaneously. The task o f design automation consists in 
development of methods and tools for creation, 
simulation, analysis and synthesis o f parallel processing 
systems.

III. A WORKLOAD MODEL
The dataflow processing task assumes using of cluster of 
computers [10]. While most clusters are homogeneous in 
real world, we consider a case o f a heterogeneous cluster 
that is more general. The heterogeneous cluster of 
computers is modeled as P= {pi, P2,—,Pm}, where Pi is an 
autonomous computer (also called node). Each computer 
Pi is weighted by W1-, which represents the time it takes to 
perform one unit of computation. The nodes in the 
heterogeneous cluster are connected by a high 
performance communication subsystem. Each 
communication link between computers p t and pj, denoted 
by Iij, is weighted by S], which models the time it takes to 
transfer one unit of message data between pt and pj.
The image dataflow is represented as a set of frames 

Each frame must be processed by

separate scenario based on a type of this frame. A 
processing system performs a set of image processing 
operations O =\o ,..,ok\k>m- The scenario for processing

separate frame performs a subset of operations 
Oj = ^ j ......Oi \  (J* Oj - O -  The operations in each

scenario have a precedence relation oJa У oJb, that means,

that in the scenario for frame type j  operation a performs 
before operation b. Each operation ok є O is executed on

a dedicated node of cluster />*. Each data processing

operation o, is characterized by execution cost w J0 ,

which represents the amount o f computation units in 
operation for specified frame type j .  Two operations for 
different frames, which are performed on some processor, 
cannot be executed in the same time, and two instances of 
one operation for different frames also must be executed 
in different times.
We represent all scenarios for data processing in the form 
of Directed Acyclic Graph (DAG). Each scenario in this 
graph is represented as a path. DAG is represented as a 
tuple G = (V ,E ,W ,C ) ,  where:

V is a set of graph vertices V1 є  V,1 < i<  N . Each vertex 
is associated with data processing operation from an 
operation set 0 ~ y j 0 j -  A set of graph vertices

represents decomposition of parallel dataflow processing 
program on the separated operations;

£  is a set o f graph edges 
{e, j  =  (v1(v^)} є  E, i  = I, N J  = I,Al, / *  j .  An edge

represents a precedence relation between operations in 
scenario. Some edges are included in multiple scenarios; 
IEis an operation cost matrix W  = WJi ;

C is an edge cost set, where C1 j  є  C  determines the 

communication volume between two data processing 
operations, which is transferred by edge e tj  є  E . We

consider those operations, which are related and 
connected by the edge, use an identical data format for a 
predecessor output and a successor input. For all 
scenarios, particular edge has an equal cost.
A design of parallel processing system for image dataflow 
processing consists of mapping of the scenario graph onto 
cluster topology. A parallel program is represented as a 
decomposition ((0 ) , (P ) ) ------> |^J (Op ) , where

peP
У Ok,Op : Ok *  Op => Okf ] O p = 0 . Each operation
subset Op is placed on selected processor node.
For effective data processing, this decomposition must be 
made in such a way, that the high processing speed and 
system throughput are achieved. Thus, a design 
automation system must create a schedule for processing 
of presented image dataflow, that ensures the goal of 
minimization of processing time

F  = min {maxi5’}, (I)

where Ft is a completion time of processing for frame /. 
For evaluation of the schedule the simulation model is 
used, which is equal to real world parallel computation 
process.
An example of scenarios and graph denotation for three 
types of data frames is presented in Fig.I, where each 
operation is denoted as Oi with some cost (on the top), 
each operation process data frames with types 
Tl, T2, .... Tn and performs processing with cost 
Cl, C2, ..., Cn. The edges transfer frames of types 
Tl, T2, ..., Tn with cost C. We assume that each pair of 
operations for all scenarios exchanges the same amount of 
data.

Frame Processing scenario
tVPe 3 2 4 7

Vertex denotation

©
Type: T1.T2.....Tn
Cost: C 1.C2.....Cn

Edge denotation

Type: T1T2... ,Tn

Ftg. I - A n  example of scenarios and a graph denotation 
semantic.
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The example of scenario graph for the data scenarios from 
Fig. I is presented in Fig. 2.
There exist many algorithms of DAG scheduling that use 
various optimization techniques and heuristics. The 
techniques include priority based list scheduling, for 
example, algorithms HLF (Highest Level First), LP 
(Longest Path), CP (Critical Path) [11-13]. Another 
technique is clusterization, and such algorithms, as DSC 
(Dominating Sequence Clustering) [14], and Sarkar 
algorithm [15], belong to this technique. However all 
static scheduling algorithms are constructed for special 
graph topologies, or use special constraints, such as a zero 
communication time between nodes or an unbounded 
number of processors.

Fig. 2 - The annotated scenario graph.
Another perspective search techniques use evolutionary 
optimization. These techniques are based on such 
algorithms, as a tabu search [16], simulated annealing, 
and genetic algorithms [17]. The most powerful is a 
genetic algorithm (GA) technique, and many of 
algorithms are proposed in this field. However, the 
classical genetic algorithm is a blind search technique. To 
speedup genetic algorithms we proposed an algorithm of 
virtual associative network [18-20], which belongs to a 
class of hybrid algorithms.
The algorithm of a virtual network is based on a concept 
of associations between the particular operations and 
dedicated processors. Each operation O and a processor P 
have associated with a virtual link with force a> „ „. The
algorithm uses some kind of an associative memory for 
optimization, which consists of an association forces. This 
memory is learned by the experience, accumulated in a 
solution search process. The algorithm is based on a GA 
representation of solutions in a form of population of 
chromosomes. Each chromosome represents a variant of 
scenario graph decomposition.
Each chromosome is evaluated by fitness function, which 
is based on a simulation model and satisfies the criterion
(I). After the stage of evaluation and selection of a best 
solution candidate, the virtual network is learned by the 
positive experience. When the selected solution for some 
stage doesn’t outperform previous best model, the virtual 
network is learned by previous experience. The learning

procedure increases the association forces, which belongs 
to the best model.
The accumulation of experience allows the realization of 
a guided search in the solution space. This search is faster 
and gives better solutions at earliest stages of search. The 
size of population in the algorithm of the virtual 
associative network is smaller (5-10 chromosomes), than 
in classical GA (25-30 chromosomes), and requires less 
time for evaluation.
The virtual network algorithm introduces a new genetic 
operator -  clusterization, which is performed with use of 
an experience from an associative memory. This operator 
allows a faster creation of stable schema in chromosomes, 
and thus an implementation of a genetic local search 
strategy. The clusterization operator means grouping of 
operations on processors with the strongest associations. 
The solutions, created by the virtual network algorithm, 
must be realized as a parallel program. The development 
of parallel processing system is automated, and we 
propose the appropriate application development 
framework. Architecture of framework isolates the 
behavior logic that is dependent on the data processing 
schema, from the basic service code, that is common for 
all agents at modeling or application running.

IV. THE FRAMEWORK ARCHITECTURE
The architecture of image dataflow processing framework 
is presented in Fig. 3.

Fig. 3 - The architecture of dataflow processing framework.
The framework consists of two subsystems. The first one 
is a static optimization subsystem for analysis of dataflow 
schedules. The second one is a runtime subsystem, which 
is based on MPI.
The subsystem of static optimization of dataflow 
processing is used for development and analysis of 
parallel programs, which process a deterministic dataflow. 
The input for optimization subsystem is a scenario graph 
and a dataflow, represented as a vector of object types. 
The scenario graph is developed in a visual editor, which 
allows specifying all the characteristics of separate 
operations for all types of data frames.
After the scenario graph has created, it is optimized with 
use of a virtual networks algorithm. The algorithm 
performs a scenario graph decomposition, which is 
evaluated by simulation tool, to develop a schedule for 
processing the deterministic dataflow. The optimization 
algorithm and the simulation subsystem works together to 
achieve the best possible solution. The decomposition of
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the dataflow processing operations defines the schedule, 
which can be displayed as a Gantt chart. The developer 
can play with various decompositions by manual 
specification. The simulation subsystem can also obtain 
performance characteristics (processing time, throughput, 
mean flow time etc.)
The best decomposition is transformed to a program code 
for parallel processing. The code contains a switching 
mechanism, realized as a finite state machine, which 
determines operation transitions during data processing. 
The second mechanism, which is called an operation call 
wrapper, determines an operation that must be called for 
specified data type. These functions are generated from an 
annotated scenario DAG.
The frame of an image flow is represented by a 
descriptor. The descriptor contains an identifier, type 
attributes and some additional information, for example, 
name of image file, which contains frame information. 
When operation requires additional data for processing, 
this descriptor must be extended for specified application 
in appropriate way.
As the descriptors are transferred between processors of 
the parallel application, therefore the application code 
must contain serialization mechanisms. These 
mechanisms are realized with MPI facilities for 
registration, packing and unpacking custom data types. 
The code is included in header file, which is linked with 
the runtime subsystem.
The runtime subsystem for dataflow processing is 
designed as distributed multi-agent system [21]. The 
system consists of two types of program agents: a 
coordinator and a processor. All agents are realized as 
MPI processes and use MPI facilities for execution 
control and data exchange. The principles of system 
functioning allow to use it for processing both 
deterministic and stochastic image flows. The architecture 
of runtime subsystem is presented in Fig. 4.

Runtime multiagent system

Processor
agent

Processor
agent

Input dataflow

•>

Processor
agent

Coordinator
agent Scheduler Result

F i g .  4  -  T h e  a r c h i t e c t u r e  o f  r u n t i m e  s y s t e m .
The purpose of the coordinator agent is processing and 
scheduling control. It contains a special component, 
which is called a scheduler and makes decisions about the 
next processing frames for all o f the processors. The 
scheduler can realize many scheduling strategies, from a 
simply FCFS (First Come First Served) to the more 
complex Shortest Job First, Longest Job First and so on. 
The second main function of the coordinator is a 
coordination of parallel dataflow processing. All 
descriptors of processed frames are stored in a frame pool. 
The scheduler chooses the next processed frame and the

coordinator sends its descriptor to an appropriate 
processor agent. After processing, the coordinator 
receives descriptor, places it to the frame pool and 
changes information about next stage of processing. The 
process repeats while the frame pool is not empty.
The processor agent is linked with a library of image 
processing operations. Each processor executes a 
specified subset (cluster) o f operations. Information about 
the operation set decomposition is stored by the 
coordinator. All processors work according to the same 
algorithm. The processor receives the frame descriptor 
from the coordinator, determines the next operation and 
executes it using the descriptor data. After completion of 
data processing, the descriptor is returned to the 
coordinator. The processor works while stop instruction is 
not received from the coordinator.
Besides the process coordination, the runtime agents 
check system state and characteristics. These 
characteristics are collected in the coordinator and used 
for runtime optimization. The optimization is based on the 
measuring of data processing speed. When the dataflow 
changes its pattern significantly, the system must adapt to 
this situation. The adaptation performs reconfiguration of 
the operation subsets for all processors. When this 
reconfiguration is done, the coordinator applies any new 
scheme to transfer the descriptors. The system tries to 
adapt to changed conditions and to achieve a high 
processing speed.

V. AN EXPERIMENTAL STUDY
For evaluating of proposed algorithms and a framework 
two series of experiments have been made. First, we 
studied the deterministic image flows, which had a fixed 
number of frames and the types of frames were known 
before processing. The second group of experiments was 
run with stochastic image flows, where the input data 
were generated randomly. All experiments have been 
done on the massively multiprocessor system K-500, 
developed by United Institute of Informatics Problems.
We used the scenario graph Fig.2. The experimental data 
flows were irregular and generated randomly. Table I 
shows the results of static optimization for deterministic 
flows and a comparison between classical GA and virtual 
network (VN) algorithms. In this table we show the 
relative values (in %), that characterize the improvement 
of processing time for VN algorithm.
Tabic I. The improvement for static VN algorithm

P r o c e s s o r s
c o u n t

D a t a  f r a m e s  c o u n t

2 0 4 0 8 0

2 0 .6 7 2 .2 5 4 .1 7

3 1 .1 4 3 .0 6 4 .9 2

4 2 .3 7 4 .4 1 5 .7 8

The results shows, that the algorithm of virtual networks 
finds better solutions and the performance of the 
algorithm is increased, when the search space is increased 
too. The algorithm based on virtual networks finds 
solutions faster, than classical GA and requires fewer 
computations.
In the second experiment with stochastic image flows we 
used a static schema for operation decomposition. This 
schema was compared with dynamic processing schema,
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which was controlled by VN algorithm. Table 2 shows the 
results of processing in relative values (in %) of 
improvement of processing time for VN algorithm.
Table 2. The improvement for dynamic VN algorithm

Processors
count

Data frames count
50 100 200

2 1.67 3.56 6.19
3 2.34 4.47 7.27
4 4.03 7.34 8.81

The results show that the VN algorithm, which is 
embedded in the runtime processing system, can 
significantly improve the data processing in case of 
stochastic flows.

VL CONCLUSION
An adaptive optimization improves image dataflow 
processing and brings a new level o f intellectual behavior 
into systems. On the other hand, the modem technologies 
of optimization allow the minimization of expenses for 
design and evaluation of such systems. The suggested 
approach and framework will find their place at creation 
of modem dataflow processing systems for industrial 
applications.
The architecture of framework, based on an algorithmic 
skeleton approach, is suitable for many applications, 
which are distributed and use a graph representation. This 
framework can be extended by new operation sets for 
developing applications for another distributed processing 
problem areas.
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Abstract: Computer Aided Diagnosis (CAD) is one o f  the 
most interesting and most difficult dilemma dealing in 
one hand with expert (human) knowledge consideration. 
On the other hand, fault diagnosis is a complex and fuzzy 
cognitive process and soft computing approaches as 
modular neural networks and fuzzy logic, have shown 
great potential in the development o f  decision support 
systems. In this paper, a brief survey on fault diagnosis 
systems, knowledge representations, and modular neural 
networks is given. From the classification and decision
making problem analysis, a hybrid intelligent diagnosis 
approach is suggested from signal to image conversion 
(image representation). In this approach, each image is 
divided in several sub-images (local indicators) which are 
classified by global approximators MultiLayer 
feedforward Perceptron networks (MLP) and by local 
approximators Radial Basis Function networks (RBF). 
Then, the suggested approach is developed in biomedicine 

fo r  a CAD, from Auditory Brainstem Response (ABR) test, 
and the prototype design and experimental results are 
presented. Finally, a discussion is given with regard to 
the reliability and large application field  o f  the suggested 
approach.

Keywords: Decision support, knowledge representation, 
classification and decision-making, soft computing, fuzzy 
logic, modular neural networks.

I. INTRODUCTION

Computer Aided Diagnosis (CAD) is one of the most 
interesting and most difficult dilemma dealing in one 
hand with expert (human) knowledge consideration. On 
the other hand fault diagnosis is a complex and fuzzy 
cognitive process and soft computing approaches as 
modular neural networks and fuzzy logic, have shown 
great potential in the development of decision support 
systems. Among difficulties contributing to challenging 
nature of this problem, one can mention the need of fine 
classification and decision-making.

Recently, several intelligent systems for diagnosis 
applications have been developed [1], [2]. Such systems 
have been used in a variety of domains: plant disease 
diagnosis, medical diagnosis, fault detection in nuclear 
power systems,... The use of neural networks [3] to built 
such intelligent systems appears to be interesting and 
necessary to achieve an efficient and intelligent diagnosis 
help of system faults. Such neural systems for 
classification can ensure a satisfactory reliability to

computer aided diagnosis from signal to image 
conversion.

Several approaches have been developed in order to 
analyze biomedical signals: electrocardiogram signals [4] 
and particularly Brainstem Auditory Evoked Potentials 
(BAEP) [5], [6], [7]. The approach developed by [5] is 
based on fuzzy sets for identification and particularly in 
BAEP analysis. A cross-correlation with a priori 
information have been used in a pattern recognition 
approach [6], whereas wavelet transform has been used in 
[7]. Over past decades, neural networks and related 
techniques show many attractive features in solution of 
wide class of problems: classification, decision-making, 
expert knowledge modeling [8], [9].

This paper deals with pattern recognition (classification) 
and decision-making based on Artificial Intelligence 
using soft computing implying modular neural networks 
and fuzzy logic applied to a biomedicine problem, and 
particularly from BAEP signals. Tbree chief difficulties 
make the computer aided diagnosis of such signals 
challenging: the first one is due to the high similarity of 
BAEP signals corresponding to different pathologies; the 
second one is related to expert’s (physician’s) subjective 
way or reasoning to point out the appropriated diagnosis. 
Finally, the last one is related to the relative rareness of 
available examples. In fact, one of physician’s difficulties 
in cancer diagnosis (based on BAEP) is related to the 
weak number of certain diagnosis. The aim of this paper 
is absolutely not to replace specialized human but to 
suggest a decision support tool with a satisfactory 
reliability degree for Computer Aided Diagnosis (CAD) 
systems. In Section II, an overview is given on fault 
diagnosis systems, knowledge representations, and 
modular neural networks. Then, the hybrid intelligent 
diagnosis approach is suggested for computer aided 
auditory diagnosis (biomedicine application) in Section
III. Afterwards, the prototype design and experimental 
results are presented in Section IV. Finally, a discussion is 
given with regard to the reliability and large application 
field of the suggested approach.

II. FAULT DIAGNOSIS SYSTEMS, 
KNOWLEDGE REPRESENTATIONS, AND 

MODULAR NEURAL NETWORKS

Globally, the main goals o f fault diagnosis systems for 
Computer Aided Diagnosis (CAD) are: to detect if a fault 
is in progress as soon as possible, to classify the fault in
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progress, to be able to suggest suitable remedies (systems 
able of advising) or to give a reliability rate of the 
identified fault through a Confidence Index (Cl).

A. Fault diagnosis systems
CAD is an attractive area leading to future promising fault 
diagnosis applications. However, dealing with expert 
(human) knowledge consideration, the computer aided 
diagnosis dilemma is one of most interesting, but also one 
of the most difficult problems. The fault diagnosis help is 
often related to the classification of several information 
sources implying different representations.

Fault diagnosis can be obtained from the classification of 
only one kind of information (knowledge) representation. 
However, experts use several information to emit their 
diagnosis. Then, an interesting way to built efficient fault 
diagnosis system can be deduced from this concept in 
order to take advantage from several information. More, 
experts can use several information sources, in various 
forms; qualitative or quantitative data, signals, images, to 
emit their diagnosis. Thus, these information could be 
issued from different information sources and/or from 
different representations of a same test. For instance, in 
case of diagnosis of the same fault classes set, one can 
consider that these information are independently, in 
parallel, classified and after the decision-making o f their 
results gives then final results. Such final results gives the 
fault classes set and suitable remedies or a reliability rate 
of the possible identified fault class.

B. Knowledge representations (signal and 
image representations)
Signal to image conversion is an interesting 
transformation leading to a richer data representation. For 
example, biomedical signals are, traditionally, processed 
using signal processing approaches, mainly based on peak 
and wave identification approaches and pattern 
recognition approaches, such as in [4], [5], [6]. The main 
problem is then to identify pertinent parameters. This task 
is not trivial, because the time (or frequency) is not 
always the variable that points up the studied 
phenomena’s features (behavior, etc...). Contrary to a 
time or frequency (signal) based representation, the image 
representation, taking benefit from its 2-D nature, offers 
advantage a richer representation taking into account 
more complex features (shapes, objects,...).

C. Modular neural networks
Derigning pattern recognition systems for the 
classification of not easily separable patterns and 
especially with satisfactory classification rates (or the best 
possible classification rate) is a difficult problem which 
has been developed in many research works [10], [11]. 
One usual solution consists of the use of multiple 
classification schemes (multiple models) and then the 
choice of the best scheme. However, it has been observed 
that although one design may outperform the others, the 
patterns that are misclassified by the different schemes are 
not necessarily the same. This observation suggests that 
the use of multiple classifiers can complement the 
decision about the patterns under classification, hence,

improves the reliability of the overall classification 
process.

Over the past decades, new approaches based on artificial 
neural networks have been developed aiming to solve 
problems related to optimization, modeling, decision
making, classification, data mining, and nonlinear 
functions (behavior) approximation. Inspired from 
biological nervous systems and brain structure, artificial 
neural networks could be seen as information processing 
systems, which allow elaboration of many original 
techniques covering a large field of applications. Among 
their most appealing properties, one can quote their 
learning and generalization capabilities [3], [8], [12].

Elsewhere, one can take advantage from different 
capabilities o f different models of artificial neural 
networks, such as those related to global and local 
approximations. In fact, MultiLayer feedforward 
Perceptron networks (MLP) are neural global 
approximators, whereas Radial Basis Function networks 
(RBF) are neural local approximators [3].

III. HYBRID INTELLIGENT DIAGNOSIS 
APPROACH FOR COMPUTER AIDED 

AUDITORY DIAGNOSIS 
(BIOMEDICINE APPLICATION)

The ABR test involves attaching electrodes to the head to 
record electrical activity from the auditory nerve (the 
hearing nerve) and other parts of the brain. This recorded 
electrical activity is known as brainstem auditory evoked 
potentials (BAEP) [13].

A. Brainstem Auditory Evoked Potential (BAEP) 
BAEP based clinical tests provide an effective measure of 
the whole the auditory pathway up to the upper brainstem 
level. It is based on analysis of BAEP which are electrical 
response caused by the brief stimulation of a sense 
system. BAEP are generated as follows, see Fig. I (a), the 
patient hears clicking noise or tone bursts through 
earphones. In fact, the stimulus triggers a number of 
neurophysiologic responses along the auditory pathway. 
An action potential is conducted along the eight nerve, the 
brainstem and finally to the brain. A few times after the 
initial stimulation, the signal evokes a response in the area 
of brain where sounds are interpreted. Fig. I (b) 
represents two critical cases of such BAEP: first one 
corresponds to a healthy patient and second to an auditory 
disorder pathology. In fact, usually the experts diagnose 
the pathology using a surface of 50 estimations called 
Temporal Dynamic of the Cerebral (TDC) trunk, more 
details are given in [5], [6], [7], [13], [14].

B. Signal and image representations 
(extraction)
Before presenting how BAEP signals are converted in an 
image representation, it is pertinent to notice that a large 
number of signal issued representations could be 
converted in image-like illustration (representative). A
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large number of examples (but not limited to) could 
illustrate that. The first class of signal to image 
conversion issued representation concerns those obtatined 
from a direct conversion of a signal as infra-red 
thermography or ultrasonor (echographical) images. 
Another class of such representations concerns those 
obtained from some mathematical transformation of the 
original signal as a thresholding of wavelet transform 
issued time-frequency representation of a vibratory signal.

diagnosis, and final fuzzy decision-making stage leading 
to the final diagnosis.

Fig. 3. Image representations o f  a patient belonging to a Retro- 
cochlear Class (RC), Endo-cochlear Class (EC), and Normal 
Class (NC), respectively.

The data processing stage consists of extracting signal 
representation, from data source (signals: TDC surface), 
converted in image representation.

The classification stage consists of the signal 
classification which is based on RBF networks while the 
image classification is based on MLP networks.

obtained TDC Surfaces showing a healthy A and an auditory 
disorder B cases respectively.

In this work, the BAEP signals are transformed in images 
to be processed and analyzed, as shown in Fig. 2. Indeed, 
eacii image is built of 50 BAEP signals where each BAEP 
signal is sampled and represented by 80 points. The 
conversion of BAEP signals to representative issued 
images is performed thanks to conventional thresholding 
interpolation techniques [15]. Consequently, each 
resulting image is represented in a matrix of 50 lines by 
80 columns. In fact, the observation of these data leads us 
to consider only a matrix of 40 lines by 70 columns, since 
some last lines and some first columns have many zero 
values and/or very high values as shown in Fig. 3 (black 
parts left and down). This figure shows an example of 
obtained image (using signal to image conversion) of a 
patient belonging to Retro-cochlear Class (RC), Endo- 
cochlear Class (EC), and Normal Class (NC), 
respectively.

Image Representation

Preprocessing 
(Signal to Image 

Conversion)

Fig. 2. Signal to image conversion (image representation).

C. Suggested hybrid intelligent diagnosis system 
The hybrid intelligent diagnosis system suggested in Fig. 
4 (c). is built of data processing stage, classification stage, 
primary fuzzy decision-making stage leading to a primary

The primary and final fuzzy decision-making stages 
consists of the Fuzzy System I (FS l) and Fuzzy System 
2 (FS_2), respectively. These fuzzy decision-making 
systems tire used to capture the decision-making behavior 
of a human expert while giving the appropriate diagnosis 
[9], [16], i.e., it must mimic the input/output mapping of 
this human expert. Note that the two fuzzy inferences of 
FS_1 and FS_2, based on Mamdani’s fuzzy inference, are 
developed as detailed in the diagnosis approach described 
in [14] with the simplification detailed in [17]. From this 
simplification, the fuzzy rule base of FS l which is built 
of 36 = 729 rules will make in use only 26 = 64 rules in 
each inference, while the fuzzy rule base of FS_2 which is 
built of 34 = 8 1 rules will make in use only 24 = 16 rules 
in each inference.

Thus, the double classification, from image 
representation, is exploited in FS l to ensure a 
satisfactory reliability for a computer aided auditory. 
Input parameters, from statistical processing, of FS_1 are 
RC MLP, EC_MLP, NC MLP, RC_RBF, EC_RBF, and 
NC RBF. Thus, for each input, FS l is able to decide of 
appropriate diagnosis among Primary Outputs P O r c , 
POeo and POnc .

The diagnosis reliability obtained from the FS l is 
reinforced (enhanced) using the obtained diagnosis result 
with an Auditory Threshold (AT) parameter of patients, 
used as a confidence parameter, exploited in FS_2 in 
order to generate the final diagnosis result. Input 
parameters, issued from FS_1, of FS_2 are AT, PORC, 
POeo and PONC. Thus, for each input, FS_2 is able to 
decide of the appropriate diagnosis among Final Outputs: 
FOrc, FOec, and FOnc with their Confidence Index (Cl).

Image
Representation S J-I  S J -2 . . .

. . .  S J - i  . . .

. . .  SJ-16

(a)
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Fig. 4. (a) Image splitting principle, (b) modular neural network 
architecture, and (c) hybrid intelligent diagnosis synopsis.

TV. IMPLEMENTATION AND RESULTS

The used image database, issued from a specialized center 
in functional explorations in oto-neurology CEFON 
(Centre d’Explorations Fonctionnelles Oto- 
Neurologiques, Paris, France) [6], is built of 206 images 
such as: 38 images represent Retro-Cochlear-Patients, 77 
images represent Endo-Cochlear-Patients, and 91 images 
represent Normal-Cochlear-Patients. From this database, 
104 images (around 50 % of the database) are used as 
learning base (19 Retro-Cochlear-Patients, 39 Endo- 
Cochlear-Patients, 46 Normal-Cochlear-Patients) while 
102 (around 50 % of the database) are used as 
generalization test base (19 Retro-Cochlear-Patients, 38 
Endo-Cochlear-Patients, 45 Normal-Cochlear-Patients).

A. Design
The suggested approach is mainly based on a subdivision 
of the image in several sub-images as illustrated in Fig. 4 
(a), in order to process each pixel in each sub-image [18], 
avoiding thus some approximations such as mean of a set 
of pixels. The idea here is to process the original 
information [pixels), without any kind of approximation, 
in local sub-images (local indicators). The implemented 
classification strategy takes advantage from a multiple 
neural networks based structure. It includes two kind of

neural classifiers operating in an independent way: MLP 
and RBF1 as shown in Fig. 4 (b). The obtained images 
from BAEP’s signal to image conversion leaded to divide 
each image into 16 sub-images (12 areas of 10x20 pixels 
and 4 areas of 10x10 pixels). So, 16 local diagnosis 
(aiming to obtain 16 local indicators) are done on the 16 
sub-images (S I-1 , .... S_I-i, .... S_I-16) using 16 global 
approximators (MLP-1, ..., MLP-i, ..., MLP-16), while 16 
others local diagnosis (16 others local indicators) are done 
in the same way using 16 local approximators (RBF-1, ..., 
RBF-i, ..., RBF-16). Indeed, MLP and RBF classifiers 
operate on the basis o f a local pattern recognition using 
local indicators in image, leading to a first diagnosis 
(local diagnosis).

A. I. M LP issued results (local indicators). The 
MLP-I to MLP-16 classifiers are trained using BP 
learning paradigm from the training set (learning base). 
The weights are adjusted from a random weight 
initialization between [-1, +1] with the learning rate q = 
0 .1. These classifiers yields convergence to the tolerance 
Et = 0.01 in well under different Cycle Numbers (CN) 
around CN = 2500. The learning and generalization 
results are given in Fig. 5 for each class RC, EC, and NC. 
Globally, learning rates o f the three classes are almost 100 
% of the learning base, while generalization rates are 
between 10 % and 65 % of the generalization base.

R a t r o - C o c h I a a r - P a t I a n t s ( M L P )  (38)

ISO 

100 

50 
0

E n d o - C o c h l a a r - P a t I a n t a ( M L P )  (7 7 )

150

50

0

*  ■  t i n t , . я ц .

1 2 3 4 5 6 7  6 9 10 11 12 13 14 15 16

I m a g * ■ (H N I)

N o r m a I - C o c h I a a r - P a t I e n t S  ( M L P )  (9 1)

I m a g e *  (N N I)

Fig. 5. MLP classification results (local indicators) o f  each sub
image: black and gray curves represent learning base and 
generalization base results, respectively.

A. 2. RBF issued results (local indicators). The 
RBF-1, ..., RBF-i, ..., RBF-16 classifiers are trained using 
the BP paradigm from the training set (learning base) 
using a random weight initialization between [-1,+1] with

1 2  3 4  5 6  7  8 9 10 1 1  12 13  14 15 16

I m t g t i  (N N i)
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the learning rate rj = 0.1. Convergence tolerance has been 
set :o Et = 0.01 and has been well under different Cycle 
Number around CN = 5000. Concerning the RBF model’s 
"Region of Influence", it has been set to the fixed value of 
0.1. The learning and generalization results are given in 
Fig. 6 for each class RC1 EC, and NC. Globally, learning 
rates of the three classes are almost 100 % of the learning 
base, while generalization rates are between 10 % and 90 
% of the generalization base.

R e t r o - C o c h le a r -P a t i« n t s  ( R B F )  (38 )

V * *

1 2  3 4  5 6 7  8 9 10 1 1  12  13  14 15  16

I m » 0 « B  ( N N i )

E n d o - C o c h la a r -P a t i e n ts  ( R B F )  (77)

N o m ia l-C o ch le a r-P a tien U  (RBF) (91)

g  60 M

t  2  3 4  5 a  7  8 9  1 0  1 1  1 2  13  14  15  i a

•  ( N N l )

Fig. 6. RBF classification results (local indicators) o f each sub
image: black and gray curves represent learning base and 
generalization base results, respectively.

The learning and generalization test results after the 
statistical processing of MLP networks and RBF networks 
gives the two global indicators: MLP global indicator see 
Table I and RBF global indicator see Table 2.

Table I. Image neural classification results (MLP) giving MLP 
global indicator

Image Results Learning Generalization
(MLP) Rate Rate

Retro-cochlear 100% 10.52 %
Findo-cochlear 100% 31.57%

Normal 100% 66.66 %

Table 2. Image neural classification results (RBF) giving RBF
global indicator

Image Results Learning Generalization
(RBF) Rate Rate

Retro-cochlear 100% 21.05 %
Endo-cochlear 100% 13.15%

Normal 100% 88.88 %

The results of the two neural classifications, from MLP 
networks MLP-I (R C J , E C J ,  N C I) , ..., MLP-16 
(RC_16, EC_16, N C 16) and RBF networks RBF-I 
(RC_1, EC_1, NC_1), .... RBF-16 (RC_16, E C J 6, 
N C J 6), are then processed statistically to give RC_MLP, 
EC_MLP, NC_MLP and RC_RBF, ECRBF, N C JB F  
normalized between [0, 1] and exploited in a fuzzy 
decision-making system F S J . The suggested fuzzy 
system is based on Mamdani’s fuzzy inference as 
developed in [9]. It must be able to decide of the 
appropriate diagnosis among the fuzzy system Outputs: 
RC, EC, and NC. Thus, the input vector of FS I, see Fig. 
4 (c), is then the vector I = [RC MLP, EC MI.P, 
NCJVILP, RC_RBF, EC RBF, N C JB F ]. For each 
input, this Fuzzy Decision-Making System must be able to 
select the appropriate diagnosis among Primary Outputs 
P O rc, POec, and PONC. The membership functions of RC, 
EC, and NC are the same for RC_MLP, EC MLP, 
NC MLP as well as for RC RBF, EC RBF, NCJtBF 
have been defined in Fig. 7 (a), Fig. 7 (b), and Fig. 7 (c), 
where Far (F), Medium (M), and Near (N) are the fuzzy 
variables.

Fig. 7. Membership functions of: (a) RC. (b) EC. (c) NC.

For FS_2, the membership functions of Auditory 
Threshold (AT), PORC) POF.c> and POnc have been 
defined in Fig. 8 (a), Fig. 8 (b), Fig. 8 (c), and Fig. 8 (d), 
where Good (G), Medium (MT), Bad (B), and Low (L), 
Medium (M), and High (H) are the fuzzy variables.

Ц Л Л  (a) MffO.,) (b)

0

\  /  \

Oood '■/ Motiuin X Bad

r  0

Ixjw .- Mediuri X  High

I _

, 0.09 0.25 од  

M(K>«> (c)

AT
S

-----1------1----- 1------1----- 1 I I I I
OJ 0.4 OJ

M (K V) (<J)

PO*

0

Low « Mcdum ,4 Higb

0

I «>w У Mcdrro V  High

— I— I— I— I— r ~ l — I— I— I—
03 04  0.5

r ~ i — і і—  Г I I I  T  I I K V
OJ 0.4 O J ,

Fig. 8. Membership functions of: (a) Auditory Threshold (AT). 
(b) POrc . ( c) POec. (d) POnc-

B. A u d ito ry  d iagn osis  resu lts  
The results of the primary fuzzy system F S J  are given in 
Table 3, while the results of the final fuzzy system FS_2 
are given in Table 4.
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Table 3. Primary fuzzy decision-making results
Primary Fuzzy Learning Generalization
System Rate Rate
Retro-cochlear 100% 10.52 %
Endo-cochlear 100% 13.15 %

Normal 100% 77.77 %

Table 4. Final fuzzy decision-making results
Final Fuzzy Learning Generalization
System Rate Rate

Retro-
cochlear

100% 10.52%

Endo-
cochlear

94.87 % 63.15 %

Normal 100% 86.66 %

Note that the particularity of the suggested fuzzy decis
ion system is to give for each patient the final diagnosis 
FOrc, FOec, FONc and a Confidence Index (Cl) on its 
decision, e.g., the fuzzy output result O = {ED RC, 
EO Fe, ED ке, C l). Then, the final result is given by: O 
= (Max{ED Re, ED EC, FD Nc ) ,a i) .

V. DISCUSSION AND CONCLUSION

In .his paper, a hybrid intelligent diagnosis approach 
based on image representation for computer aided 
auditory diagnosis, based on neural classifications 
(modular neural networks) and fuzzy decision-making 
systems has been suggested. It is pertinent to notice that a 
large number of signal issued representations could be 
converted in image representations. In fact, such approach 
take advantage from features which are unreachable from 
unidimentional signal (time dependent waveform). More, 
it allows to use image-like representation and processing, 
which offers benefit of a richer information representation 
(than the signal related one), i.e., features which are 
unreachable from unidimensional signal.

In fact, the double classification suggested in this work is 
exploited in FS_1, for a primary diagnosis, to ensure a 
satisfactory reliability. Second, this reliability is 
reinforced using a confidence parameter Auditory 
Threshold (AT) with the primary diagnosis result, 
exploited in FS_2, in order to generate the final diagnosis 
giving the appropriate diagnosis with a Confidence Index 
(Cl). In fact, the aim is then to achieve an efficient and 
reliable CAD system for three classes: two auditory 
pathologies RC and EC and normal auditory NC. Note 
that the redundancy inherent in this scheme acts to the 
benefit of the overall system. Another important point 
concerns the number of classes in the suggested approach, 
i.e., only three output classes (fault classes set). In fact, 
this approach could be generalized to many output classes 
exploiting the concept of modular neural networks [11]. 
Such concept allows to avoid to deal with a huge number 
of fizzy rules in case of a great number o f output classes.

Another aspect of increasing importance, and strongly 
linked to data processing and the amount of data available 
concerning processes or devices (due to the high level of 
sensors and monitoring), is the extraction of knowledge

from data to discover the information structure hidden in 
it. Traditionally, biomedicine signals are processed using 
signal processing approaches, mainly based on peak and 
wave identification from pattern recognition approaches, 
such as in [4], [5], [6], [7], [13]. The main problem is then 
to identify pertinent parameters. This task is not trivial, 
because the time (or frequency) is not always the variable 
that points up the studied phenomena’s features leading 
then to a necessity of multiple knowledge representations 
(signal, image, ...).

With regard to other approaches [4], [5], [6], [7], [13] the 
suggested BAEP signal analysis and interpretation 
approach for a reliable computer aided medical diagnosis 
exploits the three main advantages from its signal to 
image conversion (image representation rather than signal 
representation) and multiple model approach [19], and the 
Cl parameter given on the final diagnosis. An interesting 
alternative for future works could be, on the one hand, the 
investigation in aspects related to different ways to fuse 
neural classifiers issued information., such as fuzzy neural 
networks or fuzzy artmap neural networks [9], and on the 
other hand the generalization of suggested approach to a 
larger field of applications such as fault detection and 
diagnosis in industrial plants [1], [2], e.g., mechatronic 
system as illustrated in Fig. 9.

Fig. 9. Example o f  industrial diagnosis system and signal to 
image conversion (image representation).

However, before that, a number of current system’s 
aspects could be enhanced. For this purpose, at first a fine 
tuning of fuzzy rules is necessary as well as a more 
detailed presentation of the results (the results presented 
are those only with a high Cl). Second, one of those 
aspects is related to the statistical processing stage. In 
fact, finer statistical features could be investigated (higher 
order statistical features).
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Abstract -  T h is  p a p e r  e x a m in e s  d i f f e r e n t  a p p r o a c h e s  to  
r e m o te  s e n s in g  im a g e s  c la s s if ic a t io n . I n c lu d e d  in  th e  s tu d y  
a r e  s ta ti s t ic a l  a p p r o a c h ,  n a m e ly  G a u s s ia n  m a x im u m  
lik e lih o o d  c la s s if ie r ,  a n d  tw o  d i f f e r e n t  n e u r a l  n e tw o r k s  
p a r a d ig m s :  m u l t i la y e r  p c r e e p t r o n  t r a in e d  w ith  E D B D  
a lg o r i th m , a n d  A R T M A P  n e u r a l  n e tw o r k .  T h e s e  
c la s s if ic a tio n  m e th o d s  a r e  c o m p a r e d  o n  d a t a  a c q u i r e d  f ro m  
L r n d s a t - 7  s a te l l i te .  E x p e r im e n ta l  r e s u l t s  s h o w e d  t h a t  to  
a c h ie v e  b e t t e r  p e r f o r m a n c e  o f  c la s s i f ie r s  m o d u la r  n e u r a l  
n e tw o rk s  a n d  c o m m it te e  m a c h in e s  s h o u ld  b e  a p p l ie d .

Keywords - remote sensing image classification, neural 
networks, statistical methods, Landsat-7 satellite.

I. Introduction

Recent advances in technologies made it possible to 
develop new satellite sensors with considerably improved 
parameters and characteristics. For example, the spectral 
resolution increased up to 144 channels as in Hyperion 
sensor; radiometric resolution increased up to 14 bits as in 
MODIS sensor, etc. In turn, the use of such space-bome 
satellite sensors enables acquisition of valuable data that 
can be efficiently used for various applied problems 
solving in agriculture, natural resources monitoring, land 
use management, environmental monitoring, and so on.

Land cover classification represent one of the most 
important and typical applications of remote sensing data. 
Land cover corresponds to the physical condition of the 
ground surface, for example, forest, grassland, artificial 
surfaces etc. To this end, various approaches have been 
proposed, among which the most popular are neural 
networks [ I ] and statistical [2] methods.

Ir this paper different approaches to remote sensing 
images classification are examined. The following 
approaches are included in the study: statistical approach, 
namely Gaussian maximum likelihood (ML) classifier [2], 
and two different types of neural networks: feed-forward 
multilayer perceptron (MLP) and ARTMAP neural 
network [3]. MLP is trained by means of 
Extended-Delta-Bar-Delta (EDBD) algorithm [4] which 
represent a fast modification of standard error

backpropagation algorithm [5]. In turn, ARTMAP 
belongs to the family of adaptive resonance theory (ART) 
networks [6], which are characterized by their ability to 
carry out fast, stable, on-line learning, recognition, and 
prediction.

Comparative analysis of classification methods is done on 
data acquired by Enhanced Thematic Mapper Plus 
(ETM+) sensor of Landsat-7 satellite [7], and land cover 
data from European Corine project [8].

II. Overview of Related Works

Nowadays, various approaches have been proposed to 
land cover classification of remote sensing data. In past 
classification has traditionally been performed by 
statistical methods (e.g., Bayesian and k-nearest-neighbor 
classifiers). In recent years, the remote sensing 
community has become interested in applying neural 
networks to data classification. Neural networks provide 
an adaptive and robust approach for the analysis and 
generalization of data with no need of a priori knowledge 
on statistical distribution of data. It is particularly 
important for remote sensing image classification since 
information is provided by multiple sensors or by the 
same sensor in many measuring contexts. It is the main 
problem associated with most statistical models, since it is 
difficult to define a single model for different types of 
space-bourn sensors [9]. In this section we give a brief 
overview of approaches to remote sensing data 
classification.

In [10] classification of remote sensing data was done 
using MLP. The main goal was the investigation of 
applicability of MLP to the classification of terrain radar 
images. MLP performances were compared with those of 
a Bayesian classifier, and it was found that significant 
improvements can be obtained by the MLP classifier.

Benediktsson et al. [9] applied MLP to the classification 
of multisource remote sensing data. In particular, Landsat 
MSS and topographic data were considered.
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Classification performances were compared with those of 
a statistical parametric method that takes into account the 
relative reliabilities of the sources of data. They concluded 
that the relative performances of the two methods mainly 
depend on priori knowledge about the statistical 
distribution of data. MLPs are appropriate for cases where 
such distributions are unknown, for they are 
data-distribution-free. The considerable training time 
required is one of the main drawbacks of MLP, compared 
with statistical parametric methods.

Bischof etal. [11] reported the application of a three-layer 
perceptron for classification of Landsat TM data. They 
compared MLP performances with those of Bayesian 
classifier. The obtained results showed that the MLP 
performs better then Bayesian classifier.

Dawson and Fung [12] reviewed examples of the use of 
ML? to classification of remote sensing data. In their 
study they proposed an interesting combination of 
clustering algorithms and scattering models to train MLP 
when no ground truth is available.

Roli et al. [13] proposed a type of structured neural 
networks (treelike networks) to multisource remote 
sensing data classification. This kind of architecture 
allows one to interpret the network operations. For 
example, the roles played by different sensors and by their 
channels can be explained and quantitatively assessed. 
The proposed method was compared with fully connected 
MLP and probabilistic neural networks on images 
acquired by synthetic aperture radar (SAR) sensor.

Carpenter et al. [14] described the ARTMAP information 
fusion system. The fusion system uses distributed code 
representations that exploit the neural network’s capacity 
for one-to-many learning in order to produce 
self-organizing expert systems that discover hierarchical 
knowledge structures. The fusion system infers 
multi-level relationships among groups of output classes, 
without any supervised labeling of these relationships. 
The proposed approach was tested on two testbed images, 
but not limited to the image domain.

In [15] various algorithms are examined in order to 
estimate mixtures of vegetation types within forest stands 
based on data from the Landsat TM satellite. The 
following methods were considered in that study: 
maximum likelihood classification, linear mixture models, 
and a methodology based on the ARTMAP neural 
network The reported experiments showed that 
ARTMAP mixture estimation method provides the best 
estimates of the fractions of vegetation types comparing to 
others.

Hwang et al. [16] described a structured neural network to 
classify Landsat-4 TM data. A one-network one-class 
architecture is proposed to improve data separation. Each 
network is implemented by radial basis function (RBF) 
neural network. The proposed approach outperformed 
other methodologies, such as MLP and a Bayesian 
classifier.

III. M e t h o d o l o g y

In this section we give a brief overview of methodologies 
that will be compared for remote sensing image 
classification.

A. MLP trained with EDBD
MLP represent a kind of feed-forward neural networks in 
which all the connections are unidirectional. MLP consists 
of an input layer, output layer, and at least one hidden 
layer of hidden neurons. Unidirectional connections exist 
from the input layer to hidden layer and from hidden layer 
to output neurons. There are no connections between any 
neurons within the same layer.

Error backpropagation algorithm [5] is a popular method 
for MLP training, i.e. for neural networks weights 
adjustment. However, despite its widespread use for many 
applications, it has a drawback of considerable training 
time required. That is why in this study we use a fast 
modification of error backpropagation method 
Extended-Delta-Bar-Delta (EDBD) rule [4]. This 
algorithm is based on the following heuristics:

— On each step of training process learning rate and 
momentum factor are automatically estimated for each 
neural network weight. On the first step initial and 
maximum values for learning rates and momentum are set, 
and remain constant during the whole training process.

— If partial derivative of error preserves its sign 
(positive or negative) within some training steps, then 
learning rate and momentum for corresponding weight 
increases.

— If partial derivative of error changes its sign within 
some training steps, then learning rate and momentum for 
corresponding weight decreases.

More detailed description of EDBD algorithm can be 
found in [1, 4]. In this study for EDBD simulations we use 
MNN CAD software [17].

B. ARTMAP neural networks
ARTMAP belongs to the family of ART networks [6], 
which are characterized by their ability to carry out fast, 
stable, on-line learning, recognition, and prediction. These 
features differentiate ARTMAP from the family of 
feed-forward MLPs, including backpropagation, which 
typically require slow learning. ARTMAP systems 
self-organize arbitrary mappings from input vectors, 
representing features such as spectral values of remote
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sensing images and terrain variables, to output vectors, 
representing predictions such as vegetation classes or 
environmental variables. Internal ARTMAP control 
mechanisms create stable recognition categories of 
optimal size by maximizing code compression while 
minimizing predictive error.

ARTMAP is already being used in a variety of application 
settings, including industrial design and manufacturing, 
robot sensory motor control and navigation, machine 
vision, and medical imaging, as well as remote sensing 
[14,15]. A more detailed description of ARTMAP neural 
networks can be found in [3]. For ARTMAP simulations 
we use ClasserScript v 1.1 software [18] from 
http://profiision.bu.edu/techlab/.

C. Gaussian Maximum L ikelihood Classification 
The ML classifier is one of the most popular methods of 
classification in remote sensing, in which a pixel with the 
maximum a posteriori probability is classified into the 
corresponding class. In the case of multivariate Gaussian 
distribution a posteriori probability is defined as follows:

IV. Data Description

An image acquired by ETM+ sensor of Landsat-7 satellite 
was used for comparative analysis of above-described 
methods (Fig. I, a). Parameters of image in World 
Reference System (WRS) [19] are path=l 86, row=25. 
Date of image acquisition is 10.06.2000. Dimensions: 
4336x2524 pixels (30 m resolution) = 130x76 km.

ETM+ sensor provides data in 6 visible and infra-red 
spectral ranges with spatial resolution 30 m (bands 1-5 
and 7); in thermal spectral range with spatial resolution 
60 m (band 6), and in panchromatic range with spatial 
resolution 15 m (band 8). In this study we use as input to 
classification methods the six spectral bands 1-5 and 7.

In raw Landsat-7 images pixel values are digital numbers 
(DN) ranging from I to 255 (8 bits per pixel). Since these 
values are influenced by solar radiation [20], a procedure 
of converting DNs to at-satellite reflectance was applied 
according to [21]. In such a case pixel values lie in range 
[0 ; 1].

/ (XlvltI l) = ( 2 л У \ г р  exp (I)

where ji, and I i are ith class mean vector and covariance 
matrix, respectively, L  is the number of classes and input 
хєЛр. Assuming equally likely classes, the ML 
classification rule then is given by:

x є Ї  о  і  =  arg max d f lx ) , (2)
K i i L

where dt{x) is a discriminate function in the form of:

4 0 0  = I n U W )  =

I
(1 ,)" ( * - / 0  + ln Iz J + C.

The ML method has an advantage from the view point of 
probability theory, but care must be taken with respect to 
the following items:

— - Sufficient ground truth data should be sampled to 
allow estimation of the mean vector and the 
variance-covariance matrix of population.

— The inverse matrix of the variance-covariance 
matrix becomes unstable in the case where there exists 
very high correlation between two bands or the ground 
truth data are very homogeneous.

— When the distribution of the population does not 
follow the Gaussian distribution, the ML method cannot 
be applied.

Since in this study we examine methods of supervised 
classification we need to provide so called ground truth 
data (sample pixels) in order to estimate weights and 
parameters of neural networks and statistical models. 
Unfortunately, we didn’t have a possibility of gathering 
corresponding independent field data. In this case we use 
data provided by European Corine project that aims at 
land cover classification. In particular, we use CLC 2000 
version of this project (Fig. I, b).

Additionally, the following information was also used to 
distinguish land cover classes on Landsat-7 image.

— Estimated Normalized D ifference Vegetation Index 
(ND VI):

NDVI=(ETM4-ETM3)/(ETM4+ETM3) 
where ETM3 and ETM4 are at-satellite reflectance values 
for spectral bands 3 and 4 respectively;

— Tasseled Cap transformation [20] that is based on 
principal component analysis (PCA) algorithm [22], and 
allows one to have decorrelated components. Moreover, 
in tasseled cap transformation first three major 
components has the following physical meaning: 
brightness, greenness, and wetness.

In this study eight target output classes were specified 
(Table I).
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Corine data

Fig. I. (a) Image acquired by ETM+sensor of Landsat-7 satellite (spatial resolution: 30 m). Area covers south-eastern part of Poland 
that borders with Ukraine, (b) Data for the same area provided by Corine project (spatial resolution: 100 m). The study area is 
dominated by forests, arable lands, and pastures. O EEA1 Copenhagen, 2000.

Table I. Class titles, Corine code levels, and number of sample 
pixels for each class.*

# Class Title Corine 
Code Level

Number of 
pixels

I Broad-leaved forest 311 17890
2 Coniferous forest 312 20025
3 Mixed forest 313 10110
4 Non-irrigated arable land 211 25588
5 Pastures 231 9177
6 Inland waters 5 lx 7379
7 Artificial surfaces Ixx 12369
8 Open spaces with little or 

no vegetation
33x 2799

Total 105337
* x symbol is used to denote lower level classes that cannot be 
discriminated on Landsat-7 images. For example, it is hardly 
possible to distinguish water courses (e.g. rivers) from water 
bodies (e.g. lakes), or different types of artificial surfaces since 
their spectral characteristics do not differ. For this purpose, 
additional information should be provided.

V. Results of Experiments

A. Performance Measures and Training and Testing 
Protocols
For comparative analysis o f neural networks and 
statistical models for Landsat-7 images classification we 
use the same measure and the same training and testing 
sefr Performance of classification methods was evaluated 
in terms of classification rate. Both overall classification 
rate for all sample pixels and classification rate for each 
class separately were estimated.

Training and testing was done using five-fold 
cross-validation procedure [1, 23] as statistical design tool 
for methods assessment. According to this procedure 
available set of sample pixels is divided into five disjoint 
subsets; i.e. each subset consists of 20% of data. Models 
are trained on all subsets except for one, and classification 
rate is estimated by testing it on subset left out. All 
reported results reflect values averaged across 5

training/testing runs. So, this procedure produces robust 
performance measures while ensuring that no test sample 
pixels were ever used in training.

From table I it can be seen that number of sample pixels 
among target classes varies considerably. For example, 
there are 25588 sample pixels labeled “Non-irrigated 
arable land”, and 7379 sample pixels labeled “Inland 
waters”. In order for neural networks models to prevent 
imbalances of exemplars, we copied existing sample 
pixels for each class to be the same size. Such procedure 
allows one to “generate” training sets of the same size.

B. Input and Output Representation
Six channels from ETM+ sensor, namely I -5 and 7, were 
selected to form feature vector for each pixel. 
Components of such vector represent at-satellite 
reflectance values lying in the range [0; I ].

Considering output coding for neural networks models, 
both MLP and ARTMAP have 8 output neurons 
corresponding to 8 target classes. During training target 
output is set to I for pixels belonging to such a class; 
otherwise, they are set to 0.

C. Classification with MLP
Five-fold cross-validation procedure was repeated at 
different MLP architectures: with 5, 15,20,25,35, and 45 
hidden neurons. Only one hidden layer was used in this 
study. For MLPs training EDBD algorithm was applied. 
Training was stopped after 500 epochs. Save best mode 
was applied during training process. Within this mode 
training and testing are sequentially applied to neural 
network. After each test the current classification rate is 
compared with previous results, and neural network is 
saved as the best one if  current result is better than 
previous.

In all simulations initial values for learning rate and 
momentum factor in EDBD algorithm were set to 0.7 and 
0.5 respectively.
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Table 2 shows averaged classifications rates on testing Table 4. Averaged cross-validation results for ARTMAP neural 
sets for different MLP architectures. network.*

Table 2. Averaged cross-validation results for MLP trained with 
EDBD algorithm.*

MLP Architecture
Class no. 6-5-8 6-15-8 6-20-8 6-25-8 6-35-8 6-45-8

I 97.63 98.78 98.99 99.02 99.15 98.97
2 80.95 83.57 83.99 84.20 84.64 85.67
3 67.09 68.70 68.12 68.38 68.00 67.37
4 85.44 87.72 88.24 89.03 89.84 89.56
5 86.16 90.42 91.55 90.41 91.01 91.43
6 97.14 97.71 97.66 97.75 97.63 97.64
7 69.09 83.45 84.09 83.99 83.46 83.56
8 95.57 96.82 96.28 96.53 96.79 96.52

Total 84.88 88.40 88.62 88.68 88.81 88.85
* the best estimates are indicated in boldface type.

The best value of classification rate was obtained for MLP

Vigilance parameters
Class no. 0.1 0.2 0.3 0.5 0.95

I 98.92 99.68 99.56 98.52 99.88
2 79.58 80.86 80.34 79.16 80.88
3 69.14 68.16 68.66 69.36 68.14
4 81.50 81.50 81.72 81.88 83.50
5 76.48 74.26 75.34 74.10 78.94
6 96.70 96.60 96.76 97.40 93.76
7 79.38 77.28 78.32 77.12 76.78
8 96.42 97.36 97.00 97.54 98.24

Total 83.68 83.80 83.74 83.24 84.22
* the best estimates are indicated in boldface type.

F. Comparison o f  classification methods 
The comparative analysis o f best results obtained by 
neural networks models with ML classifier show no 
preferences of one method on others (Table 5).

with 45 hidden neurons.

D. Classification with ML
Mean vectors and covariance matrixes were estimated for 
each class using each of five training sets. For this purpose 
we use the following standard estimates

і «,

M 1 j,, Zi =
I

M t - I j .
-  fi){x i -  f i ) T

where xj is y'th sample of ith class, and Mi is number of 
sample pixels in rth class.

The best overall classification rate of 88.85% (on all 
sample pixels) was achieved by using MLP.

Considering classification rates obtained for classes 
separately, different methods performed better on 
different classes. For class no. 2, 6, and 7 MLP 
outperformed ARTMAP and ML classifier. In turn, 
ARTMAP neural network was better for classes I, 3, 8, 
and ML classifier was better for classes 4 and 5.

Averaged classifications rates on testing sets for Gaussian 
ML classifier are shown in Table 3.

Table 3. Averaged cross-validation results for ML classifier. 
Class no.

I 98.73
2 83.68
3 67.68
4 89.66
5 92.82
6 96.57
7 82.18
8 96.75

Total 88.02

E. Classification with ARTMAP
Five-fold cross-validation procedure was repeated for 
different vigilance parameters of ARTMAP network: 0.1, 
0.2, 0.3, 0.5, and 0.95. The obtained results are shown in 
Table 4.

The worst performance of all classification methods was 
for class no. 3, “Mixed forest” (maximum 68.14%). This 
is due to the fact that mixed forests (class 3) consist of 
both broad-leaved (class I) and coniferous forests 
(class 2), and its corresponding spectral properties mix up.

Table 5. Comparison of classification methods.*_____
Method

Class no. MLP ML ARTMAP
I 98.97 98.73 99.88
2 85.67 83.68 80.88
3 67.37 67.68 68.14
4 89.56 89.66 83.50
5 91.43 92.82 78.94
6 97.64 96.57 93.76
7 83.56 82.18 76.78
8 96.52 96.75 98.24

Total 88.85 88.02 84.22
* the best estimates are indicated in boldface type.

The best value of classification rate was obtained for 
ARTMAP with vigilance parameter set to 0.95.

VI. Conclusions and Future Works

In this paper we examined different neural networks 
models, namely MLP and ARTMAP networks, and 
statistical approach, namely maximum likelihood method,
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for classification of remote sensing images. For 
comparative analysis of these methods data acquired by 
ETM+ sensor of Landsat-7 satellite and land cover data 
from European Corine project were used. The best overall 
classification rate for all classes (88.85%) was achieved 
by using MLP. While considering classification rates 
obtained for classes separately, different methods 
performed better on different classes. This, probably, is 
due to the complex topology of data that were used in this 
paper, and, thus, for different classes different 
classification methods are appropriate. The analysis of 
available data set represents a separate task, and is not 
covered in this article.

In order to improve performance of methods for remote 
sensing image classification future works should be 
directed to the use of modular neural networks and 
committee machines. It envisages the use of different 
models within a single architecture (e.g. neural networks 
with various parameters, or neural networks combined 
with statistical methods) allowing one to exploit 
advantages of different classification methods.
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Abstract—Traditionally, in Reinforcement Learning, the speci
fication of the task Ls contained in the reinforcement function 
(RF), and ach new task requires the definition of a new RE 
But in the nature, explicit reward signals are limited, and the 
characteristics of the environment afTects not only how animals 
perform particular tasks, but also what skills an animal will 
develop during its life. In this work, we propose a novel use of 
Reinforcement Learning that consist in the learning of different 
abilities or skills, based on the characteristics of the environment, 
using a fixed and universal reinforcement function. We also show 
a method to build a RF for a skill using information from the 
optimal policy learned in a particular environment and we prove 
that this method is correct, i.e., the RF constructed in this way 
produces the same optimal policy.

I. I n t r o d u c t io n

In Reinforcement Learning (RU), an agent finds lhe optimal 
strategy for solving a particular task by interacting with the 
environment and receiving rewards and punishments based 
on the executed actions. This type of learning has been 
stue'ed in humans and animals since the beginning of the 
the 201̂  century [1], modeled mathematically using dynamic 
programming tools and adopted as an Artificial Intelligence 
method for machine learning [2].

Traditionally, the specification of the task is contained exclu
sively in the function that models rewards and punishments, 
called the reinforcement function (RF). Hence, each new 
learning task requires the specification of a new RF and most 
of the times this RF is built from scratch, based on the intuition 
and experience of the developer and tested by trial and error 
on realistic environments.

But in the nature, we can observe that explicit reward signals 
are limited, and externa! stimuli influence lhe behaviors of 
animals and humans 13J to the extent that it can affects not only 
how animals perforin particular tasks, but also what skills an 
animal will develop during its life. For example, in laboratory 
experiments, a rat can !earn how to pull a knob if this action 
opens a box with food. But the same rat can Ieam how to 
escape from a maze if it is put inside the maze and the food 
is put on the outside. In both cases, the reward (the positive 
reinforcement), expressed as a satisfaction felling, is obtained

when the rat eat the food and not when the rat succeed to pull 
the knob or succeed to find the way out of the maze. In this 
example, it is the environment and not the RF which induces 
the skills that arc going to be learned.

Another fact observation related to RL as seen in the nature is 
the use of information from past experience as a replacement 
for an explicit RF. This fact may be observed on humans 
and animals, who, after the successful learning of a particular 
task, can construct new reinforcement functions and use it 
later in another task. The learning of these new tasks can 
then be produced without explicit external feedback. For 
example, humans associate reinforcements with approval or 
disapproval of other persons, with love and hate, or sim
ple with a “Right!” or “Wrong!” yell [4]. This new type 
of reinforcements, often called secondary reinforcements or 
conditioned reinforcements, has been first identified by Ivan 
Pavlov in his experiments with animals.

Although these ideas have been studied by psychologists and 
biologists, as far as we know they have never been used for 
machine learning. Our aim is to incorporate them in an RL 
framework in a systematic and formal manner in order to 
develop a robust learning method less dependent to external 
specifications.

In this work, we propose a novel use of RL that consist 
in the learning of different abilities or skills, based on the 
characteristics of the environment, using the same fixed and 
universal RF for all the skills. We also show a method 
to construct a RF for a skill based on the optimal policy 
learned in a particular environment with our method. We 
illustrate our idea in a robot simulator, showing how the robot 
learns different skills when the learning process takes place in 
different environments.

11. HYPOTHESES AND PROOF OF CONCEPT

In this section, we propose two hypotheses and we describe 
a series of simple experiments as a proof of concept. The 
hypotheses express the ideas of learning skills influenced by 
the environment and building RFs internally:
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Hypothesis I: Using a fixed reinforcement function that spec
ifies a general task, RL can be used to Ieam different skills 
by modifying the characteristics of the environment.

Hypothesis 2: Using a fixed reinforcement function that spec
ifies a general task and a policy that solves the task on a 
particular environment, it is possible to construct a RF for a 
skill that is part of the optimal policy for the general task.

These hypotheses are related to problems of interest for the RL 
field, such as: environment generalization and optimal envi
ronment construction (if two environments allow the learning 
of a given task, which one is better? Could wc obtain the 
optimal environment?) and mappings between behaviors and 
environments (which characteristics should be present in the 
envronment to allow an agent to Ieam the desired skill?).

A. Learning from the environment

As a proof of concept for our first hypothesis, we designed 
a series of experiments and we carried out several simulation 
tests. On these experiments, a light represent a food source, 
and the general task consist in reaching the light from any 
initial position. The task is considered episodic, and an episode 
ends either when the light source or a boundary of the 
environment is reached. The robot has a light sensor that 
consists in a pair of values that indicate the distance and 
angle from the front of the robot to the light source and 
nitv' proximity sensors distributed around the robot body. This 
task is expressed with a simple RF that assigns a positive 
reinforcement if the robot reaches the light and a negative 
reinforcement if it is too far. This RF can be expressed with 
the following formula:

!
100.0 if light..dirt. < Krrtin
-1.0 if light-dist > Kmax (I)

0 otherwise

where Kmirt and K rrtax arc thresholds for distance to the light.

Using the same RL algorithm and the same parameters, we 
execute the learning process in three different environments: 
an uiviromncnt with rounded obstacles, an environment with a 
wall and a hole on it and an environment with a corridor (see 
Figure I). For all the experiments, we used the QLeaming 
algorithm [5J. Figure 2 shows trajectories of the obtained 
behavior for each environment.

If we would have seen the results before reading the expla
nation of the experiment, we would have concluded that the 
robot on Figure 2,a knows how to avoid obstacles, the robot 
on Figure 2.b can find a whole in a wall and pass through it 
and the robot in Figure 2,c can traverse corridors. But there is

Fig. I. Environments used for the learning process. The big circle represents 
the light source, small circles are rounded obstacles, and straight lines are 
walls. The triangles around the robot represent the proximity sensors.

nothing in the RF that determine these skills. A first question 
arises: Where does the information needed to leant the skill 
come from? Since the three experiments were set up exactly in 
the same way except for the definition of the environment, we 
can conclude that the characteristics of the environment and 
the relationship between the RF and the environment implicitly 
contain the information needed to learn the skills. If wc give 
credit to the previous sentence, then it should be possible to 
extract this information, and make it explicit in the form of a 
specific RF for the learned skill.

B. Extracting a RF from past experience

In this section we will show a method to extract a RF for a 
skill from a policy already learned in a particular environment.
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Lei M  = <  S , A , T , R  > be a Markov Decision Process that 
represent the global task (reach the light source in this case) for 
a particular environment, where S  is the state set, A the action 
set, T  a transition function and R  the reinforcement function. 
Consider SSkui, the subset of S where the skill is expressed 
(notice that the skill does not cover the entire state space; for 
example, some parts of the environment are common to all the 
experiments and, conceptually, are not part of the skill) such 
that R(s, a, s') — 0 for all s Є Sskm ■ We define a new MDP 
for the skill M 1 = <  S', A', T', R1 > where S1 = SskiU U 
{r}. A! = A and T'(s,a,s')  =  T(f(s) ,a, f (s ' )) ,  where /  is 
defined as follows:

s if s- € Sskm
T  if ^  Sekm (2)

c)

Fig. 2. TrajectOTies of the policies obtained on each environment: a) the 
robot avoids rounded obstacles, b) the robot finds a hole in a wall, and c) the 
robot walks through a corridor.

A RF for a skill can be extracted from a learned policy if 
we can build R 1 such that n*M, (s), the optimal policy for M'  
is equal to *«(')■ the optimal policy for M,  for all states 
s Є SgkiU- If R' is defined as follows, we will show that then 
the previous property holds:

r y /  t \  __  f  u) if S  в  b s k i l l  and S  ^ S g k i l l

n ( s ’ ’ J " 1  0 otherwise
(3)

where s is the previous state, a the executed action, s' 
the current state and Qm (s , a) the Qvaluc function for the 
optimal policy of M.

We will prove now that, for any policy 7г, Qn (s. a) in M 
(using R  as the reinforcement function) is equal to Qlr(s, a) 
in M ' (using R') for all states s Є SskUi, for all actions a. 
From this, it follows immediately that the optimal policy for 
M  is also the optimal policy for M '  for states in S s k U i -

Let Ф£л ($,а) be the set of trajectories {s0, ао, «ь °i, ■■•} 
induced by a policy тг on an MDP M t where .¾ = s and 
a0 — a. We can map each trajectory in the MDP M  to a 
trajectory in the MDP M ' with the function g : 4>J,(s,a) —» 
ФМ'(5, “). 5({so,ao,si,Qi, .-•}) -  { /(«o),ao ./(si),a i, 
Notice that g is a surjection and, hence, induces a partition 
in the domain. We will call [ф'\д the set of all ф Є Ф", (s, a) 
such that д(ф) =  ф'.

Given a trajectory ф' =  {so,ao,si,ai,...} Є Ф*M,(s,a), 
consider now the expected return for the trajectories ф € [ф%, 
or Ефе[ф')д^е1,(ф)}. We will prove that this quantity is equal 
to Ret($).

If Si Є SgkiiiVi, there is only one trajectory ф Є (ф'\д, both 
Яєі(ф') and /iet(0 ) are equal to zero and the property holds. 
Otherwise, there exist a state sk+1 such that sk-n-ц =  т 
for all j  > 0. By definition of R.', R et($) =  7kQ(sk,a,k). 
On the other hand, since the first к returns of any trajectory 
ф Є \ф'\д are zero, we can rewrite ЕфєІФ,\,{Кеі(Ф1)} as
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Fig. 3. RF for the skills constructed from the learned policy. All dots are 
final states and the color represent the reinforcement value (lighter colors for 
higher values).

7к^ієФ ^(«,оо{Де<( ^ ) } ’ which is e4ual t0 I kQ(Skt CLk) 
by definition of Q. Then, the property holds for any ф'.

Finally, observe that Q1M1(sOtaO) is equal to 
Еф-е¢. ,(S0lO0){Ле£(0')}, which is indeed equal to 
Я*'ЄФ^,(»о,ао){Я*Є[0']ДДеі(0)}} mA’ since H induces 
a partition on trajectories in M,  and the transition 
probabilities of both M  and M'  are equal for Sskiu, 
the probability of a trajectory ф' Є $ ^ ,( s 0) а0) is equal 
to the sum of the probabilities of all the trajectories 
of [Ф]д- Hence, Еф1£ф1̂ г($оао){Еф£[ф’}д{11еЬ(ф)}} =
КфєФі,(80,а0){Rpt(<P)} =  Q h ( sotao)- We can conclude then 
that Ql, ,(s0, 00) =  Qm (so, clo) for all s0 € Sskilt.

The figure 3 shows, as an example, the definition of the RF for 
our experiments, considering Sskitt as the set of stales with 
nearby obstacles. The dots represent final states, and the color 
of the dots their reinforcement value (lighter colors represent 
higer values).

III. M o t iv a t io n s  a n d  D is c u s s io n

When RL is used in robot learning, some human intervention 
is needed in order to specify what tasks are to be learned 
and, for each task, what will it be considered a success and 
what will it be considered a failure. In other words, a human 
RF designer has to figure out which situations and actions 
should be reinforced and the magnitude of each reinforcement 
for each different task. But animals and humans can Icam 
some skills completely alone. Understand how RL can be 
used on scenarios with no human presence can be promising 
and very useful for some robotic applications. Apart from this 
theoretical aspect, this method has technical advantages, since 
the definition of a proper RF for a nontrivial task can be very 
difficult. RFs are specified by hand and often fine tuned by 
trial and error. There is no general, direct method to deduce 
a RF from a high level definition of a task, although research 
is being made in this direction (for example, see |6J). But 
even if such a method exists, the description of the task in a 
highlevel language may be ambiguous and lead to unexpected 
behaviors.

One of the most common behaviors used for testing learning 
algorithms in robotics is obstacle avoidance. At first sight, it 
is not difficult to define a reinforcement function for this task: 
a negative reinforcement should be given when a collision is 
produced. But guided with this function only, the best (opti
mal) behavior can be don’t move, don’t matter what happens, 
rotate in place or move a small step forward and a small step 
backwards (why would the robot take the risk of exploring 
new and challenging regions?). Definitely, this behavior is not 
what anybody expects from obstacle avoidance. We think that 
the problem here is caused by an incomplete definition of the 
task: the correct definition should be avoid obstacles while 
exploring the terrain, or avoid obstacles while moving from 
one point to another. But even if we make some effort to 
specify the task with more detail, there are a lot of optimal 
strategies for obstacle avoidance. For example, when the robot 
approaches an obstacle, it can circumvent the obstacle, or it 
can turn around and go away from the obstacle. Both arc 
optimal policies, according to the RF we have defined above. 
Which is the behavior the designer is trying to achieve? As 
this example shows, even the description of a reinforcement 
function in natural language can be ambiguous and may lead 
to unexpected behavior.

A second problem arises when we try to formalize the func
tion. On real robots, the information gathered from the sensors 
is noisy, uncertain, incomplete and sometimes too lowlevel, 
and it is not easy to map this information to the highlevel 
concepts used to express the RF in natural language. Some 
approaches to solve this problem includes the parameterization 
of the RF, the automatic tuning of the parameters during 
learning ([7] and [8]) and the formalization of the RF in terms 
of the configuration space (Г61).

Another potential problem produced by the translation of the
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RF from a highlevel definition to a definition based on the 
agent's sensors is that the mapping may be onetomany. 
Since a complete observability of the environment is often not 
possible, different situations can be indistinguishable by the 
agent. This phenomenon is called perceptual aliasing 19] and 
can cause that the same action executed on the same (sensed) 
situation can produce different results.

Finally, on some occasions the information available for a 
robot is local. Since tasks are more easily expressed in terms 
of global information, sometimes it is not easy to define an 
RF in terms of local data. See for example the Figure 2.b. In 
this environment, a robot with infrared sensors has to cross 
the wall by walking through a whole. How can the task been 
expressed with a RF in terms of local sensors?

As a conclusion, we can say that the definition of a proper 
RF for a task can be difficult. If the robot could leant 
different skills with a general RF and a careful design of the 
environment, and it could generate new RFs from past expe
rience, we would have a powerful tool for the development of 
autonomous robots with more complex capabilities.

On the other hand, the influence of the environment in the 
learning process and the obtained behaviors has been studied 
by other authors. Jette Randlov has demonstrated the conver
gence of RL algorithms to the optimal policy if the transition 
function (i.c., a formal representation of the agent/environment 
interaction) is modified in a continuous manner and converges 
to the final function [10]. Andreas Matt proposes a modifica
tion to RL algorithms that allows the simultaneous learning 
of a task in different environments, obtaining the policy that 
work better considering all the environments [11]. Sebastian 
Thnm shows a method for continual learning, in which the 
dynamics of the environment is learned while the agent is 
learning to solve a particular task [12]. When the agent needs 
to leant another task, this information is used to speed up 
the learning. Despite the mentioned works and according to 
our knowledge, there are no antecedents in the study of our 
hypotheses and their consequences.

IV. C o n c l u s io n s

In this work, we described the influence of the environment 
in the acquisition of new skills and abilities in humans and 
animals. This influence affects what skills are learned, apart 
from how they are carried out. On the other hand, both humans 
and animals can associate rewards with new stimulus, based 
on previous experience and on the chaining of previous causes 
and effects.

We propose a novel use of Reinforcement Learning where 
different tasks or skills are not defined by a Reinforcement 
Function, but are induced by the characteristics of the envi
ronment. We carried out a series of simple experiments with a 
robot simulator as a proof of concept. On these experiments,

a robot learned different skills (avoid round obstacles, find a 
whole in the wall and pass over it and traverse a corridor) using 
the same learning algorithm and the same reinforcement func
tion, but changing the characteristics of the environment. After 
this experiment, we propose a method for the construction of 
a reinforcement function for these skills based on information 
gathered from the value function of the learned policy, and 
we prove that the optimal policy according to this new RF, 
restricted to a subset of states, is the same as the original 
learned policy.

These preliminary results show the relevance and the practical 
utility of our learning method for the synthesis of behaviors 
in Autonomous Robots, specially in environments with no 
human presence. Currently our ongoing research is focused 
on some problems that are tightly related to the hypothesis 
that we propose in this work, such as: mappings between 
behaviors and environments, generalization and definition of 
partial orders over environments and construction of optimal 
environments for learning a particular task. We are also trying 
to scale up this method, including some type of hierarchical 
learning framework in order to solve more difficult tasks and 
interact with more complex environments.
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Abstract: Neural netw orks (NNs) are inspired - a t  least 
metaphorically -fro m  biological solu tions nature selected  by  
evolution. On one hand, learning algorithm s' efficacy has 
been widely dem onstrated experimentally, even i f  the 
mathematical p ro o f o f  their convergence is no t alw ays very 
easy to establish (SOM). On the o ther hand, biological 
mechanisms like brain wiring o r em bryology remain partly  
understood and how  life or the bases o f  consciousness are 
related to the underlying biological substrate remains a total 
mystery. The sam e goes fo r  memory. We don 'I really know  
how information is stored in and recovered fro m  biological 
neural structures. We therein paradoxically  use com plex  
systems, the hard  core o f  which we still don't a lw ays fu lly  
understand, both regarding the m odels we build, as well as 
their fo rm er roots in the leaving world. In this theoretical 
paper, we resort to a fe w  biological encoding schem ata that 
bring insights into neural structures' growth, p lastic ity  and  
reorganization, and we suggest reconsidering the m etaphor in 
an adaptive developm ental view.

K eyw ords: Learning, memory, plasticity and adaptation, 
Self-Organizing Maps, stem cells, meiosis growth, entelechy, 
Darwinian evolution.

I. Towards a whole dynamic system 
This paper concentrates on the theoretical groundings of an 
approach of how to achieve a more general conception of 
learning and training methodology, detached from specialized 
NN models. Our main research concern is to model and 
simulate the dynamic character of learning structures and 
processes, and their evolution in the time course.

Only theoretical aspects of cumulative learning, emergent 
evolution, developmental structures, self-organization and the 
links with cellular growth we have considered to design the 
mechanisms of developmental learning in our system are 
disc jssed here.

In this section, we briefly set the stage we have reached with 
regard to our global project. In the following of the paper, we 
first specify the philosophical and related biological trends we 
subscribe to in order to draw our general scientific affiliation 
frame. We therein bring out the fundamental principles that, 
in our view, broadly characterize the development of bio
logical encoding structures.

From this standpoint, in further consideration to the experi
mental literature, we try to derive some essential underlying 
processes and how they intimately entangle in space and time 
to develop (build and maintain) the structural bases of auto
matic cumulative learning.

A. lea rn in g
Among unsupervised NN models, the pioneer algorithms that 
are ART, SOM and NeoCognitron have now given rise to 
many variations around their former models. Wc consider the 
diversity of applicative and experimental contexts as similar 
to a selective pressure of the environment that generates a 
dynamic adaptation of the algorithms. Perhaps the most 
striking phenomenon is an obvious tendency to hybridization 
between models.

We resort to the evolution of natural — and mostly biologi
cal —- systems, to set out to elaborate automatic and incre
mental knowledge acquisition strategies. In turn, we try to 
apply them to the NNs. We regard the primitive extractors as 
dynamically adaptive artificial self-organizing structures, 
which are submitted to the power of evolution. We examine 
the possibility to confront NN models to themselves. We use 
their own observation to lead them to learn, by themselves, 
the relation between their own configuration parameters and 
the appropriate structuring for a given problem. This way we 
try to endow NNs with the ability to extract and self-learn the 
characteristics of their own evolution in response to envi
ronmental variations. Wc call our system S OH, for 
self-observing heuristic [26]. Our main assumption is that a 
dual event-guided growing competitive NN architecture can 
develop while learning to tune other NNs' parameters. Data 
driven programming combined with error measures create a 
self-supervision loop. The system can thus regularly test its 
efficiency and revert to learning mode when necessary.

The learning algorithm’s skeleton has been described in 
details in previous reports and papers, see [27]. It is related to 
the SOM model and to more general map models that are able 
to develop their structure in lime. It is currently undergoing 
implementation and tests. Results will appear in later reports.

We have chosen SOM because it gathers many of the ele
mentary characteristics we review here after. The underlying 
biological metaphor is a cortical projection map. The simi
larity space is a dynamic pattern of connections based on 
activation states of the nodes, where intra-category similari
ties are amplified and inter-category similarities are attenu
ated. Hereafter, we will assume that SOM is known. We will 
just briefly focus on a few key properties of the model, and 
refer to [18] and [19] for an entire description.

B. D ata acquisition
Besides this work, we devised a method to classify linguistic 
patterns extracted from documents into syntactic and seman
tic classes. It is an incremental text-based process flow 
founded on the distributional hypothesis from the Prague 
linguistic school. Training data arc exclusively the distribu
tional frequencies of character sLrings, as they represent
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grammatical items in texts, without any pre-specified rules. 
The output is a conventional SOM topology, i.e. an ordered 
bi-dimensional decomposition of the similarity relations 
found between grammatical items. A detailed description of 
the system, its theoretical foundations and results for the 
French language have been presented in [5], [6], [28], [29].

Further developments will attempt to gather both systems to 
realize a whole dynamic system from data acquisition to 
permanent learning and investigate its portability to other, 
alphabetically organized, languages. We are currently con
sidering Greek and Arabic.

П. Developmental adaptation
In the light of the former current initiated by Piagetian 
constructivism and the principles of equilibration and 
adaptation in change, we will here get closer to F. Varela's 
concept of enaction [37] [38] as productive action, to G. 
Edclman's neural group theory, and to universal Darwinism.

Complex adaptive behaviors are frequently observed in 
nature. Systems that exhibit such organizational behavior 
range from particles, cells, organs, organisms, immune sys
tems, central nervous systems (CNS), societies, to galaxies, 
etc. In those systems, adaptability emerges from nonlinear 
spatio-temporal interactions among a large number of ele
mentary components' or clusters of components assembled in 
subsystems. To be able to acquire complex behaviors, systems 
must be open systems. That is to say, components must have 
temporal interactions with their environment and internalize a 
more or less elaborated trace of these interactions. Open 
systems generate and integrate their own rules of acquisition 
frot.i the basis of what has been learnt previously, together 
with what triggers the rules. As a consequence, the internali
zation process actively redraws — spatially — the structure of 
the system in such a way that the new system becomes the 
system itself. The system's response thereby performs an 
environmentally driven self-reorganization, at every level, 
down to the unit level.

A. D arwinian evolution
To achieve this, the efficient solution nature has elaborated is 
evolution. Natural selection is the motor. It guides evolution 
and acts as a sort that makes the structure emerge. Its origin is 
set in its environment. “It is natural selection itse lf that enters 
inside the organism ” ([20], p. 63). DNA is the diversity 
random generator.

Investigating NNs variations in the light of Darwinian evolu
tion leads to consider learning algorithms as open relational 
entities more than independent entities. From then on, learn
ing becomes an active transmitter between open systems, 
agents, units or individuals, depending on the point of view 
we have. TTie process is active in the sense that it doesn't only 
store information inside a predefined innate structure, but it 
also permanently reorganizes the structure under relational 
constraints.

Constraints are of two kinds. The first is internal to the system 
and refers to the spatial arrangement of its structure. That is to 
say how each unit relates to the others. Tlte second type 
concerns the temporal organization of the system (how it

I W. will hereafter equally use the tenns units, nodes neurons or cells to 
refer to either natural or artificial elementary constituents of the systems.

keeps the history of its confrontation with the universe it 
perceives).

The result is somewhat different from a sequence of chrono
logically ordered events. It is rather a kind of motif matching 
where, as in music, where the last event creates, triggers a 
sense, which brings in light the whole set of related anterior 
and current events. The organization is not mechanistic. 
Cause doesn't necessarily chronologically precede effect. 
Positive retroaction loops can amplify the cause by 
re-injecting the effect into the process i.e. create an auto- 
catalytic reaction. The system's evolution is thus not reversi
ble in time. Moreover, it presents an extreme sensitivity to 
initial conditions. Rather close initial states can lead to very 
different trajectories of the system. It follows that we must 
consider these systems from a dynamic point of view, i.e. 
study their evolution in the course of time.

This implies reconsidering NNs' dynamics at every organiza
tion level. These range from units to models, including 
learning rales and heuristic choices made in implementations 
and configuration parameters.

B. Self-organization
Natural systems displaying elaborated structures are not 
limited to the organic world. Inorganic matter too presents 
global organization states that exhibit properties, either 
qualitatively different from those seen at the local level, or 
even new properties absent at the local level. Typical exam
ples of non-biological self-organization arc, among many 
others, the Belousov Zhabotinsky reaction, Benard's convec
tion cells, galaxies formation [24], [251, Г32]. Similar 
self-organizing processes exist nevertheless in the biological 
world. Epileptic fits and heart fibrillation are self-organizing 
reactions.

Self-organization shows the characteristic emergence of a 
spatial order, made of whirls and spirals. The appearing order 
also has a specific temporal organization, which is different, 
both from the system-environment interactions and from the 
physicochemical interactions between constituents, here 
particles or cells. Those processes have a fundamental struc
tural identity together with the flexibility and fluctuations of 
adaptation mechanisms. Those structures spontaneously 
develop. More over, they arc persistent, resilient, 
self-propagating and self-replicative, for a while, after which 
they vanish. An attenuated replica generally follows them. 
They present oscillations in a cyclic evolution that reveals the 
presence of a process with three transition states (active, 
inactive, quiescent), which is the signature of
self-organization. Their principles remain structurally stable, 
almost irreversible, and reproducible, which leads to consider 
them as if they were universal attraction rales. The process is 
not chaotic because the principle includes reproducibility of 
causes and effects.

Sell-organization is a crucial property of certain ordering 
mechanisms, which don't seem initiated by natural selection, 
but rather spontaneously present in the universe. This implies 
either to reject the Neo-Darwinian dogma according to which 
genes are the support of evolution or to resort to the early 
universal Darwinism. In this later ease, increases of com
plexity come from chance encounter between structurally 
stable phenomena that belong to different levels of evolution. 
Self-organization and natural selection combine with each 
other. They cooperate to intensify evolution's efficacy. Ad-
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aptation thus provides a means to take self-organizing op
portunities acting as attractors, to drive random variation 
towards efficient forms of organization. This avoids the 
needle in a haystack problem and enables natural selection to 
run across the hills and valleys of a varied landscape to find 
basins of attractors, where it is easy to fall. Indeed, 
self-organizing processes are not very brittle. Their wide 
range of diversity, their spontaneous arising, the structured 
emergence of their organization states, as well as the broad 
spectrum of the initial conditions for their triggering, seem to 
indicate that attraction basins constitute wide and numerous 
areas in the state space.

C. Neural D arwinism
In G. Edelmaris Neural Darwinism theoiy, brain itself creates 
perception. It self-organizes on tbe basis of experience, i.e. the 
history and context of its own development. Monozygotic 
twins have the same genes, but not the same minds. Neurons 
are continuously submitted to selective pressure. The strength 
of tbe connections that represent the most appropriately the 
external world are reinforced. Neuron clusters interact. They 
permanently re-combine to map the world in the strength of 
their links. CNS generates its own rules and categories. Rec
ollection doesn't exist. Imaginary productions are recon
structed by generalization. Brain develops by a Darwinian 
selection process that takes place at the neuron groups' level 
instead of the individual neuron. The basic organizational 
entity is the cortical map. Maps are linked either with captors 
or with other maps.

The Neural Darwinism theory relies on Searle's theory of 
perception categories formation [35]. The functioning of the 
brain strictly relates to physics and biology. Tlie mat
ter-consciousness duality doesn't exist. Consciousness is an 
ordinary biological state. The relation between mental states 
and the underlying processes is not a causal factual chronol
ogy between distinct elements. It is the instantiation of a 
feature of the system that comes into being from a resonance 
between sensations and a mental state. Mental states are 
singularities, specific to the individual who feels them. Sen
sations, albeit supported by objective processes, quantifiable 
physically and chemically, are singular specific qualitative 
mental states.

D. Em ergent evolution
Emergent evolution generalizes this standpoint. Mind and 
braia are simply two different ways to consider a unique 
entity. Learning is the adaptive process. Sense is a match of 
patterns and therefore a unique realization. Mental states are 
processes found in the brain of higher vertebrates. These 
processes emerge from the elementary components of the 
brain. The link between mind and brain is simply the set of 
relational interactions between different subsystems in the 
brain [37]. Life, consciousness as well as other properties just 
appeared in an unpredictable way through rearrangements of 
pre-existing entities. The slow and gradual derive of a struc- 

turing variability generalizes evolution a s applicable to  m any 
— not to say every — domain(s) and at various levels.

Exchanges between units are entirely deterministic. The 
activation rule sets their possible states. Under the pressure of 
random relations between the system the external world, new 
stru tures emerge. Internal retroaction loops make them take 
roots into the existing structure. The system enters a perma
nent restructuring derive that makes (let) new properties 
emerge. The system thereby enters in a productive action of

itself. Learning and recognition are the constitutive bases of 
its own experience. The system state is fundamental to select 
information in the world. It learns what it recognizes, what 
comes to interfere with a stable state. Learning then brings the 
system back to equilibrium.

ГП. Internalization process
Besides environmental pressure, there is obviously a social 
dimension in learning. A world involving a single entity 
seems highly unlikely to occur. Knowledge transmission 
leads to cultural evolution. The transmission process implies a 
double being, a relation to otherness. Groups of entities, or 
clusters at the cell level, tend to gather when they share a 
sufficient amount of features in a common space of similarity. 
Clustering is a dynamic process by means of which the 
structure permanently reorganizes in order for the new system 
to become the system itself. Clustering can be seen as more or 
less similar to the Darwinian reproduction-based speciation in 
terms of constituting cooperative / competitive groups of 
entities. Tire crucial point to favor clustering (or classifica
tion) is the diffusion process, which is the passage from local 
to global of characteristic features in Lhe similarity space.

A. H olistic  realization
Functional structuring is fundamentally holistic. Novelty 
always reveals a global increase of the milieu wherever it 
occurs, not only to push back the frontiers of our under
standing, following a preconceived plan, but unpredictably, 
bringing the proof of an immanent creation, that overwhelms 
any outside specification [4].

Adaptive behaviors are not simply reducible to the sum of -  or 
the difference between -  individual comportments.
They involve something more that can't be reached by means 
of some reverse engineering techniques, something that arises 
more than results, a temporary concomitance that triggers the 
matching of a transitory representation with the current global 
state of the system. The transitory representation is — in G. 
Cottrell's [9] denomination — a holon, i.e. an intricate com
bination of a percep t and a process into a holistic realization. 
The key point is that evolution has progressively integrated 
the internalization process to itself. The acquisition process is 
learned as well. It has become part of the structure to the 
extent that perception is in fact expected on the basis of past 
learning.

Most of the actual learning algorithms exclusively model the 
acquisition aspect of learning. They skip the transmission 
part, as they provide no means to pass on what is learnt. 
Learning is a dual process. It interacts between both directions 
of a continuum. It is made of two opposite but complementary 
processes. To our knowledge, only Fuzzy ARTMAP |7 | and 
the DHP [21] implement a similar kind of interaction, but it 
remains more in the spirit of a control of the acquisition 
process instead of an active transmission of knowledge.

B. Novelty detection
Novel salient features trigger the acquisition process. Ac
cording to H. Bergson [4], newness is another kind of order 
relying on the ability of mind to see things in a new light. 
Mind creates sense from temporally and actively gathered 
contents. Disorder, or chaos, doesn't come before (precede) 
reality. It is just the way we figure out what we don't know or 
understand. It is also, and more than anything, what change 
emanates from, a movement towards novelty and creation.
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Newness, as opposed to the static difference between order 
and disorder, is a dynamic differential process between two 
orders, or between two opposite tendencies towards two 
orders. Tt is a dual process between disorder and novelty 
regarding mind, and in the living world, two opposite proc
esses that either build up a form by adapting the organic 
matter and thereby follow a creative impetus by means of 
those spatial transformations themselves [40].

Novelty enhances species' survival somehow, such as by 
favoring courtship behaviors and mating. The imitation 
process may have been selected by evolution to quickly 
compensate for individual loss of appeal when faced with 
innovative behavior.

Between wild animals, the transmission of innovative be
haviors that brings selective advantage for reproduction or 
feeding has frequently been observed. Such a case is learning 
through imitation. Male whales in Australia change their 
songs every five years. The innovative song generalizes to the 
whole colony in the two following years. It is also well known 
that some kinds of more cultural or convenient habits, which 
don't seem at first sight related to selective pressure, can as 
well quickly spread over a population like fashion effects do. 
Macaque monkeys still wash their sweet potatoes at Koshima 
beach in Japan, since Imo, a young female, did in 1953. In this 
case, imitation seems to have the leading role in the process. 
The learner is not taught or trained at all. It actively enters the 
process to take possession of what appears to be new or 
different. The saliency of a sensory stimulus of discontinuous 
abrupt nature is suddenly perceived as contrasting with a 
continuous undifferentiated background.

What is true with sophisticated individuals in more or less 
elaborated species is also true at the cell level. In vitro culture 
of chicken embryonic heart cells have been shown to tune 
their beating frequency when submitted to repetitive electric 
shocks. Progressively, they adopt a new intermediate fre
quency halfway between their initial one and the frequency of 
the applied electric shocks.

C. retroaction loops
There are two varieties of retroaction loops. They can be 
posTive or negative. Negative retroaction is a weakening 
mechanism, while positive retroaction is an amplifying one. A 
retroaction process settles a feedback from the environment to 
the system, which thereby controls its action on the envi
ronment. Dynamic regulation is a consequence  of the strength 
of the mutual interactions between components and tends to 
equilibrium.

In implementations, to each of those loops, correspond a 
process that the programmer translates in terms of heuristic 
choices. Unsupervised learning is driven by events that are 
significant enough to generate a structural evolution of the 
NNs in response to a change in the data distribution. Data 
driven programming together with error measures constitute 
selfisupervision loops. An error — or cost — function brings 
this information back.

Tlie extern loop environment-system is represented by a 
measure of convergence. Global error accounts for conver
gence quality. For some algorithms, the global error (statis
tical methods, MLP, etc.) is efficient. In SOM, neighborhood 
dynamic is the key in the encoding process of the topological 
ordering. A more sophisticated measure must then be drawn

to account for local error.

The inter-structures (clusters) loop corresponds to the local 
error. It is coded by methods of insertion-suppression of the 
units. Local error reflects the topological ordering quality and 
thereby representational conflicts. Conflicts point out where 
the environmental pressure accumulates activity, as a conse
quence of an insufficient resolution of the representation 
zones.

The intra structure loop (between units) brings context states 
in terms of activation. It spreads activation towards 
neighboring units to propagate similarity features that gather 
units inside the clusters.

D. D ifferent time scales
Different separate and independent levels of evolution com
bine into a unique structuring process. To those levels, cor
respond retroaction loops that provide recursion to the proc
ess. To the main loops correspond temporal scales that char
acterize interactions between units, between units clusters and 
between the system and its environment. At an upper level, 
rules that govern these mechanisms also evolve on and by 
themselves. Learning thus appears as a dual process, which 
includes memorization and forgetting, and that unfolds at 
various time scales.

The process is intimately related to the time. The derive needs 
duration to set evolution in motion. In the time course, prop
erties combine together to maintain and optimize the existing 
functionalities. What exists competes with what is new. Some 
properties tend to generalize. At the same time, persistently 
settled elements disappear. Disappearing functionalities 
resist. They spread their properties within the structure to 
maintain them. During dissipation, properties that subsist 
condense. They simplify and gain efficacy and abstraction. 
The most resistant features are attracted by structures in
cluding highly similar features into which they merge. Other 
features have less and less relations with the other compo
nents. They are rejected on collapsing structures. They be
come unused. Tlrey return to a quiescent state. Either they 
slowly degenerate and finally disappear, or events reactivate 
them. They can then recover efficacy and reincorporate into 
more active structures. They can even sometimes become (or 
become again) attractors and gather in a new smucture fea
tures that they get from other structure with which they 
compete. This way, functionalities are restored into new 
optimized combinations. This local and global roll of the 
structure combines what remains from what is becoming 
obsolete, together with what newness brings, in order to best 
represent the world. By introducing enlelechy, units struggle 
to survive. Selection favors dominant features' survival. Tlic 
strength of the connections that appropriately fit with the 
external world is reinforced. Complexity comes as this pro
gressive building scheme settles in duration.

Times scales characterize at least three levels of dynamics. 
Exchanges between units arise at a very fast rhythm, almost 
instantaneous, in terms of competition, of activation slates, of 
activation spread and memory actualization. Clusters reor
ganization is more progressive. It unfolds over short- or 
medium-term time intervals. Cooperating sub-nets of units 
assemble or diverge. Selection works. It creates. It suppresses. 
It exerts pressure on the structure. Over longer periods of 
time, adaptation cycles appear. Tlie system begins to evaluate 
its capacity to represent its world. Episodes appear. A story
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builds. Links between events and sense or functionalities 
establish. Others disappear.
Finally, the time axis is irreversible. The system is not disso
ciable from its history and its history is a single realization. 
The temporal succession of the constructive episodes shapes a 
structure anchored in the unfolding of its own instantiations 
(Varela's or Brook's embodiment). Tlie structure is both 
perceptive and reactive. Reactions are the fruit of perceptions 
and perceptions are themselves reactive. Present updates the 
past and past instantiates the present. This way, the system can 
exhibit a comportment by means of which certain features, 
which have existed before, but disappeared a long time ago 
can suddenly reappear after a quiescence time that can last 
over very long periods.

IV. Holistic emergence
Albeit still fiercely discussed, holistic emergence allows to 
account for structures arising, transformation, and vanishing, 
in a wide range of domains. Would it only be a convenient 
transitory working hypothesis, designed to draw the line from 
where we leave aside our lack of knowledge when faced to 
complexity, we will make the assumption that there exists an 
ascending encoding scheme and further concentrate on the 
review of a couple of questions inherent to this view.

A. Fmergence vs. sym bolic approach
Resultant phenomena are accessible analytically. Conversely, 
emergent ones are not merely understandable from the study 
of their elementary constituents. Morgan [301 considers 
evolution, from inorganic matter to man, as a reorganization 
of the relations between entities into more and more complex 
structures. Progressively, structures interlink to become more 
and more intricate into higher organization levels (electrons, 
atoms, molecules, cells, organs, organisms). Each step being 
characterized by new properties which in turn constrain 
events in the inferior levels.

To specify our position, regarding the top down approach, we 
will refer to I. Prigogine [33] who doesn't reject reductionism 
as such, but points out its limitations. In essence, for him, 
reductionism can be efficient in relatively simple situations, 
but quickly becomes ineffective as soon as the number of 
factors to consider is important. If we consider a few organi
zation steps ranking from molecules, neurons, neural net
works, brain to mental states, nobody could explain the latest 
based on an analysis of the interactions in the former. The fact 
remains between two more closely related  organization levels 
like neurons and neural networks. Even though the increasing 
power of medical imagery now permits deeper investigations, 
to set the matters straight, we have only found complexity so 
far. Therefore, we still must resort to modeling and computing 
simulation, would it be only a complementary spoonful 
approximation, to try to figure out how the brain’s structures 
assemble and cooperate.

In traditional cognitivist Al, the top down approach is directly 
related to the obvious requirement to fit logic formalism needs 
and its claims to universality, namely symbols' sense and form 
sharing and the innate assumption [2], [37]. Another draw
back is that a priori specified symbols, rules and therefore 
representations are not autonomous. In the living world, they 
can gradually vary in time in different ways, and not only in 
terms of membership strength as covered by K. Zadeh's fuzzy 
logic. Rules are everything but static. They change in the 
course of development [2], [37], [38]. What has always been 
pertinent until now can become detrimental, either suddenly

or progressively. One striking example is graft reject by the 
immune system. Additionally, emergence constitutes a con
tradiction for traditional logic. In an organization level, the 
appearance of new properties, which were neither present nor 
predictable in lower levels, cannot be taken into account. Tlie 
symbolic computational model is a closed system of rules 
operating only on the symbols. Moreover, inference rules for 
symbol's manipulation are applied sequentially. And last but 
no the least, the interpretation of the symbols is not intrinsic to 
the system. It is the programmer, as a deus ex  machina, that 
makes it.

According to F. Varela, it is the structural coupling history 
that enacts (makes emerge) a world by means of a network of 
interconnected elements, capable of structural changes in the 
course of a non-interrupted history. Symbols, in the conven
tional sense of the word, are excluded. Significant elements 
are not the symbols but complex patterns of activity between 
the multiple elements of the network. Varelajust discards the 
cognitivist axiom according to which cognitive phenomena 
explanation requires a distinct symbolic level. Sense is not 
enclosed inside symbols. It appears as a function of the global 
state of the system and remains closely related to the general 
activities that are recognition and learning.

fi. Entelechy
To our knowledge, everything in the universe is finite in the 
sense that it has a lifetime. If we want artificial systems to 
exhibit properties similar to those of living beings, it seems 
essential that they should include their own end. In order to 
endow NNs with an artific ia l v ital im petus, nodes must have a 
restricted life span.

Darwinian selection doesn't favor perfection, but efficacy. 
Winner take all (WTA) NN models present the advantage of 
allowing a fitness function at the unit level. Nodes the links of 
which have less strength can thus easily be eliminated. This 
reinforces the survival of the fittest scheme. A converse 
mechanism must maintain links' survival. The system can thus 
remember (strengthen) good relations while forgetting 
(weakening) bad ones. Tlte three main approaches used to 
optimize the size of NNs can be summarized as constructive 
(incremental), reductive (pruning), and evolutionary (mostly 
genetic algorithms (GA) and their combination with NNs) 
[39].

In accordance with the general approach developed here, we 
have chosen a dual process alternating between creation and 
suppression. Suppression is controlled by the local error (a 
measure of the topological ordering) among neighboring 
units. New units are added by a meiosis growth or totipotent 
stem cells (SCs) proliferation inspired mechanism, which acts 
at the unit level, as if its memory vector was a phenotype.

C. N eurogenesis
Neurons, and more generally cells duplication in nature can 
take three forms that are meiosis, mitosis or stem cells. Tltose 
replication schemes are more or less elaborated and partici
pate to any step of organic specification, from the most gen
eral to the extreme specificity.

Meiosis is an equitable process, by which growth generates 
diversity. Duplication recombines the genetic material by 
crossover. The process thereby differentiates resulting 
daughter cells from the initial ones. Mitosis is only a multi
plicative process. New cells are absolutely alike the original.
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SCs have three main properties that are their ability to pro
liferate, to migrate and to differentiate. SCs in human are from 
prenatal or postnatal origin. Postnatal (adult) SCs are avail
able from the umbilical cord, placental tissues, and most of the 
corporal tissues. Prenatal SCs are available from embryos 
(4-7 days) and foetal tissue.

SCs' differentiation potential is wide and progressively re
strictive as specialization increases. Possible differentiation 
ranges from totipotent, pluripotent multipotent, to unipotent. 
Totipotent SCs can potentially recreate a new complete em
bryo. They differentiate into any postnatal and extra embry
onic tissue. Pluripotent SCs are able to generate most — not to 
say every — of the tissues in the adult organism. Multipotent 
SCs can provide several cell types. Unipotent SCs (precur
sors) can only generate one kind of cell [31]. Areas in the 
adult CNS of mammalian and human contain pools of qui
escent multipotent neural stem cells (NSCs) in reserve [1]. 
Multipotent NSCs, can differentiate into any kind of cell in 
the NCS (neurons, astrocytes and oligodendrocytes). Differ
entiation arises while NSCs migrate to find their target.
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Fig.l Stem cells and precursors hierarchy. Reproduced from [1].

Migration constitutes a hierarchical flexible network that 
includes various multistep possible reversible changes of 
expression (Fig.l). Cells precursor's progenitors can be 
reprogram m ed  (reverse broken lines in Fig.l). They may go 
backwards steps to change their final expression as well as to 
return to proliferating states (solid and broken circular lines) 
where they self-renew. Tliey can replace local or distributed 
targeted neuron clusters. Grafted human NSCs survive in the 
brain, and take over the function of lost neurons. In [16] 
modified stem cells2 naturally migrate in vivo across the brain, 
towards multiple targets, to successfully track and treat areas 
damaged by tumors with numerous satellites. Precise migra
tion can cover long distance inside the brain, even along 
nonstereotypical migratory routes [15]. Inflammation, or 
similar general perturbation mechanisms characterizing many 
pathologies, diffuse molecular recruiting stimuli that provide 
pathways for migration and final homing. Final differentiation 
steps are not reversible and occur according to the specificity 
of the neighboring cells. Transplantation of NSCs, either from

2 Adding a gene that made Lhe cells express TRATL antitumor molecule.

in vitro culture or from heterotopic endogenous origin, shows 
remarkable survival and differentiation into site-specific 
neurons.

Proliferation of quiescent NSCs is triggered by the general 
perturbation mechanisms (inflammation) [15] that indicate 
the migratory pathways and are common to many kinds of 
pathologies.

Moreover, SCs bypass the species frontier. Successful em
bryonic NSCs transplants between human and monkey, mice 
or rat in [17] demonstrate that NSCs can survive, correctly 
differentiate from human's to mammal's neurons and incor
porate the site-specific brain structure, including gene ex
pression.

In growing models related to the SOM algorithm, the dupli
cation dynamic is generally mitosis inspired. To realize 
meiosis growth, when we initialize new cell's weights, we 
insert a trace of the triggering data prototype together with a 
trace of the features gathered in the relational neighborhood of 
the mother cell, the daughter cell splits from. Immediately 
after, the daughter cell enters the process of migrating towards 
the most related cells inside the whole system. This is 
achieved by re-computing the widest neighborhood tree 
possible.

D. innate structure im portance
A further aspect that plays a key role is the size and modu
larity of the initial structure. In neural computing we usually 
proceed by trials and errors to determine an appropriate size of 
the network for a given application. Biological functional 
representations are somewhat more sophisticated. They are 
located over non-contiguous regions that interact to lead to 
some more elaborated states than a simple summation. 
Moreover, brain areas involved in a peculiar function can 
have multiple participations into other functionalities encod
ing.

Among inherited brain disorders, a rare genetic disease, the 
William's syndrome (WS), generates peculiar effects on 
astonishingly spontaneous savant-like musical abilities of the 
affected people. Tlreir brain organization seems to indicate 
that there exists an encoding schema not only relying on the 
number of units devoted to one functionality, but also on the 
ratio between the respective proportions of the various neural 
clusters which participate in functions encoding and the whole 
size of the rest of the brain.

WS appears in every population with a prevalence of about 
1/25,000 live births. Affected people show serious neuro
logical and neurophysiological developmental troubles asso
ciated with a special brain organization [23]. Tliey hardly 
carry out very simple visuo-spatial coordination tasks (walk, 
lace up shoes, use knives and forks, ...). Spatial organization 
tests show a selective attention to details, regardless of the 
whole. Despite a general deficit of spatial and cognitive 
functions, their linguistic capacities stay partly preserved [3]. 
They talk easily but their speech, albeit rich semantically, 
sometimes proves to be absurd.

Surprisingly, WS persons spontaneously exhibit auditory 
hypersensitivity and uncommon musical skills, very unusual 
in confirmed musicians (absolute pitch, complex rhythms 
reproduction, rhythmic dialogues production).
People with absolute pitch memorize sound height while
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those with relative pitch m em orize intervals. A bsolute pitch 
offers the advantage o f no reference point needs (diapason). 
AcUalIy3, the European reference is an A at 440 hertz. People 
with relative pitch identify sounds' height based on this ref
erence. Interval-organized m em ory is m ore suited for height 
variations o f the diapason. A ny reference change shifts all the 
notes the same way. In addition, ageing m odifies hearing. The 
reference is less and less accurately perceived. 
Height-organized m usic sound perception prevents chords 
synthetic appreciations o r  intervals. Both m ust then be  com 
puted.

Anatomically, WS subjects' lim bic, frontal and tem poral 
structures remain relatively preserved com pared to the mean 
size observed in non-affected people. The interesting fact is 
that m usicians generally p resent an oversized region in the 
temporal lobe. WS affected people 's brain is globally under
sized by an am ount o f about 30 %, but the size o f the same 
zone in the temporal lobe is n o r m a l .  The proportion betw een 
this zone and the rest o f  the brain seem s to encode their 
unusual musical skills.

V. Structural plasticity
Brain's developm ental plasticity  results from  a slow  gradual 
iterative process o f progressive specialization. It can never
theless prove to be capable o f  rapid developm ental and 
experience-based plasticity.

Profusion and diversity o f  the living species dem onstrate the 
universal plasticity o f  brain structuring. C hange in shape and 
wiring affects neuronal grow th and developm ent, at alm ost 
every level in the brain. R eorganization occurs during learn
ing, to establish spatiotcm poral correlations betw een p e r 

c e p t s ,  built from sensory origin, and their projections in the 
brain structures. The process is a  real co-evolution betw een 
the organism and the m ilieu it interacts with.

Bra л organization and plasticity  rely  on its capacity to re
model and reconfigure neural wiring. V arious underlying 
mechanism s contribute to reinforce links and structures. 
Those m echanism s can stim ulate dynam ic growth o f  new 
synapses, create new neurons [22], trigger grow th or shrink
ing and even redeploym ent o f cortical m aps. Furtherm ore, the 
size o f the functional structures, as well as the am ount o f 
potential exchanges reveal architectural constraints o f  inter
dependency that play a key role in encoding. Processes are 
dual. Decreasing always counterbalances increasing.

A .  A t  t h e  s y n a p t i c  l e v e l

Both the num ber o f  units as well as their branching connec
tions is not regular and thus cannot be specified in advance. 
Specialization leads to a  volum e increase o f  the concerned 
regions.

Long-term potentiation (LTP) is a  prolonged increase o f  the 
synapses' efficiency due to high frequency stim ulations. It has 
three properties. It is cooperative, associative and specific to 
the stimulated junction. LTP results from  a backw ard d iffu
sion from the target neuron tow ards the source neuron. It can 
m odify the synapses' form  and size, and recruit inactive 
synapses in the neighborhood. It can even trigger the growth 
o f new synapses, insert new receptors o r set in m otion the

3 Historically, until the 19'1' century, each important town in Europe had 
its own diapason.

genetic m achinery to grow  new  neurons from a population of 
progenitor cells (see F ig .I)  that m igrate and differentiate into 
neurons.

LTP can arise w ithin a few dozens o f  m illiseconds and persist 
during weeks, o r even m onths [22]. It is learning induced and 
m ost o f  the reorganization arises w ithin the ha lf hour fol
lowing induction. T he m echanism  seem s to self-rcgulatc to 
avoid saturation. A converse long-term  depression (LTD), 
acts to com pensate for increases o f  activity. W hile some 
synapses are reinforced, others are weakened.

In addition this confirm s the existence o f  retroaction loops at 
the synapse level. Those properties dem onstrate Hebb's rule 
validity, w hich postu lates that synaptic efficiency is adjusted 
based on coincident pre- and postsynaptic activity. C on
straints o f  interdependency betw een the converse processes o f 
the LTP/LTD  m echanism  suggest the plausibility o f a redis
tribution o f a  finite am ount o f activity  inside the brain. PLT 
plasticity doesn't seem  ageing dependent. Neuro-genesis was 
confirm ed for hum ans from  57 to 72 years old [12]. M oreover, 
learning increases new  neurons' survival.

B .  A t  t h e  u n i t  l e v e l

As well as being synaptic efficiency dependent, functional 
change is also determ ined by  the num ber o f  active neurons. 
[41] reports investigation o f  structural plasticity at the neuron 
level in the center o f  m em ory and learning in fruit flies' brain. 
This center is located in a  sm all cluster o f  about 5,000 neu
rons, and thus allows precise observation. Growth, guidance 
and branching occur in a sequence o f  discrete steps under 
control o f  three genes (Rac genes), found in the DNA o f all 
species. T liose genes produce proteins (Rac G TPascs) with a 
rather identical m olecular structure, from  fruit flies to hu
mans. R esults indicate that cells' steps o f developm ent cor
respond to gradually  increasing  am ounts o f protein from 
relatively sm all fo r grow th, m edium  for guidance, and large 
for proper branching. T he sequence o f events begins by 
sending out an axon from the neuron, while several dendrites 
carry im pulses back  to this neuron. T he axon then m igrates 
towards its target, and dendrites undergo extensive growth 
and branching.

C. A t  t h e  c o r t i c a l  m a p s  l e v e l

The size o f  the cortical region devoted to functional repre
sentations reflects their sensorial im portance. Size varies 
depending on species and evolves am ong individuals. Cortical 
areas perm anently increase o r shrink, depending on sys
tem -environm ent interactions.

Experim ents carried ou t on m onkeys show  that learning 
induces very short-term  broad reorganization of cortical maps 
for fingers in the m otor cortex. Extensive use o f  a specific 
finger (a few hours are enough), cause an increase o f its 
cortical representation area. C onversely, preventing fingers' 
use reduces the size o f their corresponding maps.

M oreover, there is an obvious conform ity betw een experi
mental visual patterns and the retinotopic organization o f their 
projection in the visual cotical m aps [36]. The receptive fields' 
size and overlap tuning is show n to be retinotopic-organized 
as well.

D . A l  t h e  c o r t e x  l e v e l

The cortex o f h igher vertebrates—  and especially hum ans —  
has evolved as a gradual adaptation o f the structure in ac
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cordance with function change. C onsidering  the phylogenic 
evolution of the central nervous system  (CNS) in an in- 
tcr-spccies paradigm  reveals that structure 's m odification 
follows architectural constraints. W hen new  structures appear 
(neo-cortex), they are not sim ply added to the previous ones. 
Tlie whole size o f the brain does not change according to the 
size o f  the new  part. Pre-existing parts, w hich w ere devoted to 
other functions, are also utilized and fed into the new struc
ture. An increase in a zone is correlated to the dim inution of 
other parts o f the brain.

B .  R e v e r s i b i l i t y

A nother characteristic is that once developed and clearly 
established, should the representational structure becom e 
unused, it progressively dim inishes in time but not entirely. 
There rem ains a  part from  w hich the representation can be 
restored.

The first transplant o f  the two forearm s in hum an, allowed a 
quasi real tim e access to cortical sensory motor projection 
m aps reorganization four years a fte r am putation [13].

A study o f  brain structures' in terdependence during  evolution
[8] states that the neocortex increase in volum e is proportional 
to the decrease in size o f  o ther brain  structures (m edulla, 
m esencephalon, dicnccphalon). The cerebellum , where ori
entation and balance centers are located in, has a relative 
volume that accounts for 13 % o f  the total volum e o f the brain 
among the m ajority o f the m am m als. It increases in bats and 
Cetacea. Conversely, the neocortex, that plays a m ajor role in 
com plex cognitive functions, only accounts for 28 % o f 
inscctivores' brain against 8 1 % in primates.

VI. Functional redeploym ent
Recent extensive use o f  im agery  techniques like nuclear 
magnetic resonance (NM R), positron  em ission tom ography 
(PET) and functional m agnetic resonance im aging (fM RI) 
allows a deeper exploration o f  the functional neuroanatom y o f 
cognitive functions. Study o f  brain reorganization in hum ans 
with sensory deprivation, e ither o f  congenital or traum atic 
origin indicates further aspects o f  adult neuronal plasticity. 
Profound perm anent reorganizations take place, but they are 
not irrevocable.

A .  R e o r g a n i z a t i o n

Areas corresponding to unused functionalities are recruited to 
represent o ther functions that can be represented in spatially 
close structures o r in m ore d istant ones.

In [34] the occipital cortex o f  congenitally  blind hum ans 
activates during verbal-m em ory tasks. A ctivation was found 
in regions along and inside the calcarine sulcus corresponding 
Lo the retinolopic visual areas o f  sighted hum ans, including 
the m a i n  prim ary visual area (V I). No such occipital activa
tion has ever been found in sighted hum ans. The study con
cludes that visual areas in the posterio r occipital cortex (in
cluding V I)  o f  congenitally b lind  is likely  to be involved in 
episodic retrieval.

T h t study of the neural organization o f  auditory structures in 
congenitally d eaf adults [11] confirm s that neural reorgani
zation involves a redeploym ent o f  unused structures. D egen
eration in the central auditory system  follows profound 
hearing loss. Cell size reductions appear in the cochlear 
nucleus. Surprisingly, in case o f  deprivation from birth, the 
sub-cortical projections to the prim ary auditory cortex remain 
active. Cortical auditory regions continue to receive input 
from sub-cortical regions and don 't exh ib it degeneration. 
How ever, functional changes in synaptic activity  and in 
organization w ithin the auditory cortex suggest a possible 
variation o f  the structure as a consequence o f  congenital 
deafness. N eurons within the Heschel gyrus and auditory 
association cortex do not degenerate because they respond to 
non-auditory stimuli. R esponses to bo th  tactile and visual 
inputs have been reported in auditory cortex o f congenitally 
deaf  individuals.

R i g h t  h a n d  c e n t e r  o f  g r a v i t y L e f t  h a n d  c e n t e r  o f  g r a v i t y
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Fig.2 -  Hands activation motor cortex and shifts of their center of gravity. 
Reproduced from [13] by courtesy of A. Sirigu and Nature Neuroscience.

Fig.3 -  Elbows activation motor cortex and shifts of their center of 
gravity. Reproduced from [13] by courtesy of A. Sirigu and Nature 

Neuroscience.

On the Penfield 's m otor hom unculus hands' m apping is spa
tially close to the face area. Fig.2 and Fig.3 show a digital 
reconstruction of the various steps o f  the hands and elbows 
projection m aps' shrinking betw een the am putation and the 
transplant, together with the shifts o f  their centers o f gravity. 
The re-colonization process clearly appears after transplant. 
In the interval, the face representation area, which is close to
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the hands' map, considerably expensed to colonize the zones 
left unused by the reduction o f the hands projection m aps in 
the motor cortex.

Reversibility can occur over far longer periods o f time. A lbeit 
artificially triggered, an exam ple is brought by phylogenic 
evolution. The chicken w ould have had teeth and lost them 80 
million years ago when birds d ifferentiated from dinosaurs. In 
a recent experim ent on m utations in chicken 114), this feature, 
which had disappeared with evolution, reappeared. Chick 
embryos with saurian-type teeth were obtained.

VII. C oncluding rem arks
W ith regard to the possible states in a  data space, NNs 
learning algorithm s create (find) an attraction basin. The 
attraction potential o f this state m anifests through its gener
alization capability. Such a learning nevertheless constitutes a 
discrete instantiation, lim ited to the perception o f  one state 
among a m ultiplicity o f  possible states. The NN only extracts 
a static i m a g e  o f  the environm ent. G eneralization is strictly 
limited to highly sim ilar i m a g e s .  A ny further learning can 
only constitute another distinct instantiation, w ithout any link 
with the previous one(s). A ctual N N s do not apprehend the 
relations betw een various transitory instantiations o f  sim ilar 
states. Tltey do not com bine these isolated experiences into a 
global one. There is no continuity. Those system s are highly 
organized but they are not ab le  to integrate a series o f ex
periences to selectively build new  know ledge from  form er 
knowledge.

Throughout this paper, we —  non-exhaustively —  reviewed 
some essential properties observed in the developm ent o f 
encoding structures in nature. Studying the process b y  which 
new structures can emerge in artificial unsupervised NNs 
models amounts to incorporate a control dynam ic o f  their 
evolution to the learning algorithm s. To the extent that we 
clearly affiliate to the theoretical fram e according to which 
natural systems that spontaneously perform  adaptive learning 
subsume into the principles o f  the evolution theory, it is of 
prime im portance to understand and to m odel the various 
underlying processes and try to set them  in motion.

Darwinian natural selection can occur in any group o f ele
ments holding three elem entary properties, which are repro
duction, slight variation and a transm ission m echanism  b e
tween the reproduction cycles. The elem entary com ponents of 
a tmnimal developm ental adaptive system  are thus a random  
diversity generator, a sort (selection) and a d issipative struc
ture Positive and negative retroaction loops relate them. Tlie 
preceding revue brings out duality  as an essential general 
property o f the adaptive processes o f  natural organization 
involved in evolution. Those processes arc two by  two op
ponents but com plem entary (eg the com petition loop betw een 
either meiosis- or totipotent SC s-based growth and cellular 
death). It seem s that duplications o f  the same dual process 
entangle at various levels to carry out the structural reor
ganization as well as to grasp and integrate the features that 
form er knowledge can relate to perceptions.

The process o f  natural organization we consider here doesn't 
only involve system -system  and system -environm ent regula
tion control. It is som ew hat m ore sophisticated in that it takes 
into account dynam ic interactions that contribute to enhance 
the system self-producing capability. It is closer to recursion 
in the sense o f an organizational dynam ic interaction, where 
the output retroacts on its form er process to incorporate itself

into the originating process it em anates from, to end up as the 
new  form er process o f  the system . To im plem ent this process, 
we create an upper level duality  loop into the system. We 
thereby try to integrate a  self-learned teaching-learning loop. 
The system  could thus adapt from  the basis o f the com ple
m entary betw een learning to teach and teaching to learn. It 
would henceforth becom e possible to develop really 
autonom ous tools that autom atically  initialize, learn perm a
nently and forget when necessary, w hile accordingly adapting 
their structure.

Further developm ents include experim ental evaluations to 
com plete the im plem entation  o f  the D arw inian evolution 
process and the underlying processes to im prove the model. 
W e try to proceed in an adaptive cum ulative manner. Tlie idea 
is to start small both regarding the architectural configuration 
and the learning contents. One direction is to try to learn the 
various rules that control the neighborhood param eter in 
SOM. A nother poin t o f interest is to look if  the uncommilled 
cells in SO M , w hich m ay correspond to interm ediary steps o f 
organization, could be used as a SC s reserve and whether they 
could constitute a p re-leam ed basis from  which further learn
ing could start instead o f  starting  t a b u l a  r a s a .
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Five Strategies
of the Self-Tutoring of a Neural Networks by E. Sokolov

George Losik,
UIIP National Academy of Sciences, Minsk, losik@newman.bas-net.by

Abstract: The bionic models o f  neural networks are o f  
interest. A bionic model that suggested by Prof. E. 
Sokolov consisting o f  detectors and control neurons. In 
his model the self-tutoring is designed, the environment 
and a purpose o f  neural network's behaviour are  
considered. In this article fiv e  various strategies as fiv e  
rules o f  tutor a motor neural network by E. Sokolov are 
considered responding to tutor o f  a sensory neural 
network..

Keywords: b ion ic  n eu ra l n e tw o rk , s tra teg y  o f  tu toring .

I. INTRODUCTION
It is generaly  accep ted  to  u n d e rlin e  th ree  aspec ts in 
develop ing  n eura l n e tw o rk s w h ich  v ir tu a lly  functions: 
neural netw ork  s tructu re , lea rn in g  stim uli sam ple , 
a lgorithm  fo r tu to rin g  n eu ra l n e tw o rk s  o r  se lf-tu to ring . 
[1,7]. E specia lly  the a rtic le  dev o tes  a lg o rith m  fo r 
tu to ring  neural netw o rk s dev elo p m en t. T h is a sp ec t is 
rightfu l considered  sep ara te ly  fro m  th e  firs t and  second  
ones. The third asp ec t p re su p p o ses  th e  p resen ce  o f  
“ teacher” w ho organ ises, b rin g s ex terna l o b jec ts o r 
scenes at the  input o f  n eu ra l ne tw orks.

U sually  the m ode o f  th e  se lf-tu to rin g  ap p ears  to  b e  
im possib le in  cu rren t neu ra l netw o rk s . A s th ere  is no  
ex ternal "m an ipu lative  p art"  in  n eu ra l n e tw o rk s w hich  
is ab le  to  in fluence on  ex tern a l o b jec ts, m ove  the 
neural netw ork  and  o rg an ise  th e  lea rn in g  stim uli 
sam ple  independen tly  o n  th e  teach er. T he crea tion  o f  
neural ne tw orks starts  to  b e  w o rk ed  o u t w h ich  h av e  no t 
on ly  a  sensory  teach ing  p a rt b u t a lso  a  m o to r teach in g  
part.

A ccord ing  to  a b o v e -m en tio n ed , bionic p ro jec ts o f  
neural ne tw orks a re  o f  in terest. A  b io n ic  m o d e l o f  the 
po in ted  type  is  a  m odel co n sis tin g  o f  d e tec to rs  and  
contro l n eu rons su g g ested  b y  P rof. E . S ok o lo v  [3] (see  
F ig. I).

F lg  I .  T h e  c o n c e p tu a l  re f le x  a r c

In  th is m odel th e  se lf-tu to rin g  is designed , the 
en v iro n m en t an d  a p u rp o se  o f  neural ne tw ork 's  
b eh av io u r a re  co n sid e red .

T he a im  o f  this w o rk  is to  co n ced e  the  five  various 
s tra teg ies as fiv e  ru les  o f  tu to r  a  m o to r neu ra l netw ork  
b y  E . S o k o lo v  re sp o n d in g  to  tu to r o f  a  senso ry  neural 
netw ork .

II. BIONIC STRUCTURE OF 
NEURONETWORK

N u m ero u s w o rk s on  th e  c rea tio n  o f  the  n eu ra l ne tw o rk s 
o f  a  n o n -b io n ic  type  [ 2 ,1 ] a re  res tric ted  by m od ellin g  
senso ry  p ro cesses. W e u su a lly  p u t a  task  to  teach  the 
ob jects reco g n itio n  an d  th e ir  d iffe ren ce  from  each  o th er 
to  th e  n o n -b io n ic  ty p e  n eu ra l n e tw o rk s [4]. T h e  teach er 
in stead  o f  th e  en v iro n m en t teach es neural n e tw ork ing  
reac tions th ro u g h  th e  m ed iu m  o f  learn ing  stim uli 
sam ple  X totor o f  e v e ry  o b jec ts  and  an  o rd e r in to  its 
inpu t w ith  reg a rd  to  Y totor reac tio n  th a t th e  la test lay er 
o f  the  n eu ra l n e tw o rk  m u s t Ieam  to  resp o n se  to . A  
w ell-k n o w n  m e th o d  o f  back propagation algorithm 
rep resen ts  a  s tra teg y  o f  te a c h in g  th e  scales o f  a ll layers 
o f  th e  n eu ro n  n e tw o rk  [2].

H o w ev er th e  n eu ra l n e tw o rk s  th a t h as b een  tra ined  to 
reco g n ise  the  senso ry  o b jec ts  m oreover, in  acco rdance 
w ith  Soko lov 's m o d e l, can  b e  su p p lem en ted  by  the  
motor n eu ra l n e tw o rk  th a t h as been  a lready  tra in ed  to  
m ak e  m o to r (m ech an ic ) m o v em en ts  in  the en v iro n m en t 
(see  F ig . 2).

s e n s o ry  n e u r a l  n e tw o r k  m o to r  n e u r a l  n e tw o r k

transitional layer o f scales that link 
outputs o f the sensory neural network 
with inputs o f the motor neural network

F ig . 2 . T h e  n e u r a l  n e tw o r k s  f o r  s e n s o ry  o b je c ts  
In  S o k o lo v 's  m o d e  w a s  s u p p le m e n te d  b y  th e  m o to r  
n e u r a l  n e tw o r k  t h a t  h a s  b e e n  a l r e a d y  t r a i n e d  to  
m a k e  m o to r  m o v e m e n ts  in  t h e  e n v i r o n m e n t
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B y S oko lov 's b io n ic  n eu ra l n e tw o rk  - m o to r 
m ovem en ts syn thesize  w ith  layers o f  con tro l n eu rons , 
m o to r neu rones an d  m o v in g  e lem en ts . T hen , the 
senso ry  and  m o to r n eu ra l n e tw o rk  can  b e  p u t in to  the  
certa in , p h y sica l e n v iro n m en t w h o se  ac tions and 
cond ition  the  first o n e  is ab le  to  reco g n ise  an d  the  
second  one can  ch an g e  b y  in flu en ces (see  figu re  I ) . A  
conceptual reflex arc b y  E . S o k o lo v  is  a  v ers io n  o f  
such schem e:

Ш. BIONIC TUTORING STRATEGIES
W hat d o es the  id ea  o f  the  n eu ra l n e tw o rk 's  se lf-tu to ring  
conclude  in  i f  th e  sen so ry  an d  m o to r  n eu ra l netw orks 
have been  a lread y  tra in ed ?  W e h av e  the  fo llow ing  
g round  fo r th is. I t  co n sis ts  in teach in g  a  transitional 
layer o f  scales th a t lin k  ou tp u ts  o f  th e  senso ry  neural 
n e tw o rk  w ith  in pu ts o f  the  m o to r n eu ra l n e tw o rk  [4]. 
W e'll be ab le  to  o b se rv e  p rec ise ly  th e  cha lleng ing  
process o f  the fo rm ation  the  “ ad ap tab le  sk ills" o f  the  
neural n e tw o rk  in fu ture . T h ey  are  fo llow ing : to  ex is t 
in  the  env ironm en t; to  rem ain  u n d am ag e d  "satisfied" 
and  do the  u sefu l w o rk  fo r a  co n stru c to r. H av ing  
rendered  such  s tra teg ies E . S ok o lo v  d is tin g  am ong  
them  o n ly  five  strateg ies.

In acco rdance w ith  S ok o lo v 's  te rm in o lo g y  these  are: 
firstly the  teach in g  s tra teg y  o f  th e  d ec rease  o f  a  
reaction  o f  the  m o to r n eu ra l n e tw o rk  resp o n d in g  to 
certain  b io lo g ica lly  u n im p o rtan t, ex tern a l scenes b y  the  
input o f  th e  sen so ry  neura l n e tw o rk ; secondly the  
teach ing  s tra tegy  o f  the  in c rease  o f  a  reac tio n  o f  the  
m o to r neu ra l n e tw o rk  resp o n d in g  to  certain  non 
b io log ica lly  -  "im portan t" , ex tern a l scenes b y  the  inp u t 
o f  the senso ry  n eu ra l n e tw o rk ; thirdly the teach ing  
s tra tegy  o f  th e  in crease  a n d  fas ten in g  o f  reac tions o f  
the  m o to r n eu ra l n e tw o rk  resp o n d in g  to  the 
sim ultaneous p resen ce  o f  a  ce rta in  ex tern a l scene and  
th e  ju s tif ie d  re in fo rcem en t o w in g  to  th e  fac t th a t the  
scene en ta ils  the b io lo g ica l ad v an tag e  (food , p leasure , 
en joym ent) o r  b io lo g ica l d isad v an tag e  (the  th reat o f  
dam age, d iscom fort).

T he first strategy ob serv ed  by  m am m als  and  hav ing  its 
sense is th e  s tra teg y  o f  th e  d ec rease  o f  reac tio n s o f  the 
m oto r n eu ra l n e tw o rk  in  re sp o n se  to  certain  
b io lo g ica lly  u n im p o rtan t ex tern a l scen es b y  th e  input 
o f  th e  senso ry  n eu ra l ne tw ork .

T he ana logue  o f  th is s tra tegy  b y  an im als  is  the  stra tegy  
o f  the decrease  o f  th e  p o sitio n -fin d in g  reflex , n am ely  
the  re flex  o f  novelty . In  o p p o sitio n  o f  S okolov 's 
op in ion  w e 'll m ak e  m o re  p rec ise  th a t th e  senso ry  neural 
ne tw o rk  is  ch arac terized  b y  the  fo rm atio n  o f  a  m odel o f  
frequen t ob jects. A t the  sam e tim e  th e  o b jec t has 
certain  ch aracteristics. I t  is p rec ise ly  m easu red  b y  the  
se lec tive ly  senso ry  n eu ra l n e tw o rk  resp o n d in g  b y  
reactions. A  m odel o f  freq u en t "o b jec t"  o r  scen e  is 
fo rm ed b y  th e  sen so ry  n eu ra l n e tw o rk  in  acco rdance 
w ith  o u r concep t. A n  o b je c t is a  co m p lex  o f  stim uli 
w hich  d is tin g u ish  n o t o n ly  b y  ce rta in  metrological b u t 
b y  b io log ica l ch a rac te ris tic s  — su b jec tiv e ly  u sefu l and 
harm ful fo r  liv in g  crea tu res. T h a fs  w h y  in  the  firs t case

th e  m etro lo g ica l accu racy  can  be possib le by the 
c rea tio n  o f  the  freq u en t s tim u lus m odel considered  by 
th e  senso ry  n eu ra l netw ork .

T h e  seco n d  case  show s th a t in  add ition  to  layers o f  
n eu rons, n eu ro n es layers ap p ea r distorting the nature o f  
stim ulus, rem ain in g  ex ac t o r  do in g  rough  the m easures 
o f  the  sub jec t's  p a ram eters  d ep en d in g  on how  w ell the 
o b jec t and a  p a ram e te r are  b io lo g ica lly  inform ative. In 
th e  first c ase  the  senso ry  n eura l ne tw ork  reconstitu tes 
reg u la ritie s  o f  p sy ch o lo g ica l feelings (differential 
th resho ld , sensitiza tio n , adap ta tion ). In add ition  to 
th ese  reg u larities  th e  senso ry  n eura l netw ork  still 
reco n stitu tes  reg u larities  o f  th e  psychological 
p ercep tio n  (co n stan cy , consciousness). In 
co n trad istin c tio n  to  m o d em  n eura l netw ork  m am m als 
reco g n ise  b io lo g ica lly  im p o rtan t ob jects against 
back g ro u n d  o f  v a rio u s  o th e r u n im portan t objects 
s im u ltan eo u sly  ap p eared  a t th e  inp u t o f  an analyser.

H o w  can  w e  d iffe r th e  b ack g ro u n d  from  the object? 
P erh ap s an im als pe rce iv e  w ell the  background scenes 
fro m  a  p len ty  o f  su rround ing  sub jec ts. T h e  strategy o f  
th e  decrease  resp o n d in g  to  m o to r reac tions is the 
reaso n  fo r th e  tran sfe r o f  a  p ercep tib le  ob ject in to  a 
b ack g ro u n d  ca teg o ry . F o r ex am p le  it is a  case  though 
w e  take th e  o b jec t in to  o u r  consid era tio n  it has no  great 
im p o rtan ce  fo r  u s. E v e ry  d ay  a  person  w ears  his own 
c lo thes p e rce iv in g  it v isu a lly  and tactually  (w rist- 
w atch , shoes, g lo v es) rep resen t a s  ob jects o f  the visual 
p ercep tio n . T h an k s to  th e  d ec rease  o f  the  novelty  o f  a 
p o sitio n -fin d in g  reac tion , th ey  do  n o t engender our 
m o to r reac tio n s though  they  are  recogn ized  perceptib ly  
an d  m ak e  up  th e  p e rcep tio n  background . A t the sam e 
tim e  un less th e  stim u lus and  the  o b jec t change their 
cu sto m ary  charac teris tics , it p ro d u ces the appearance 
o f  a  p o sitio n -fin d in g  reflex . A t th e  beg inn ing  the m otor 
sy s tem  evalua tes the n o v e lty  o f  a  background  scene 
m etro lo g ica lly  an d  then  th e  m o to r system  reacts to an 
o u tp u t v ec to r o f  d e tec to rs ' lay er o f  th e  sensory  system  
cau sin g  various acts.

W e suppose  th a t the  decrease  by  I. P. Pavlov o f  a 
co n d itio n ed  reflex  and  th e  decrease  o f  reactions to  a 
b ack g ro u n d  o b jec t are d iffe ren t phenom ena. The 
co n d itio n ed  re flex  is th e  h ab itu a l com bination  o f  2 
s ignals o r ob jects. In o u r case  a  s ing le  custom ary  ob ject 
g en era lly  can  w eak en  a  m o to r reaction  and turn  in to  a 
back g ro u n d  one. A s fo r th e  cond itioned  reflex  it 
p ro v id es fo r  the  s tim u lus, sustenance  (food); the 
decrease  o f  the  firs t one  starts  a fte r  the  d isappearance 
o f  the  second  one. M o st o f  a ll th is reflex  can be 
co in c id ed  w ith  th e  second  teach in g  s tra tegy  considered  
below .

A  s tra teg y  o f  th e  d ec rease  o f  a  reac tio n  to  a  background 
o b jec t is resem b lan ce  to  a  th eo ry  o f  the autom atic 
con tro l in cybernetics. T h e  co rrection  is  n o t m ade on a 
tra jec to ry  o f  a  ro ck et's  f lig h t w h ile  th ere  is no  signal o f  
th e  non co -o rd in a tio n  o f  a  custom ary  tra jectory  existing  
a t th e  p resen t m o m en t. T he decrease  o f  a  position
fin d in g  reac tio n  in flu en ces n o t on ly  a separate ob ject o f  
th e  p ercep tio n  b u t a lso  a  "scene" o f  objects: their usual
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ord er in  space o r  on  a  " tra jec to ry  o f  the  o b jec t's  
exam ination; th e ir h ab itu a l seq u en ce  th e ir  in te rch an g e  
in  tim e.

B y G . G ibson [5] m am m als a re  ch arac te rised  b y  the  
eagerness o f  b e in g  in  th e  re fuge . I t h e lp s to  p ro tec t the 
organ ism  from  enem ies an d  m o re o v e r to  p re se rv e  the 
hab itual en v iro n m en t fo r  its p e rcep tio n  system . 
A ccording to  M . K rem en 's  [6] co n cep t the  rep ea ted  
perception  o f  the  sam e tem p o ra ry  ran g e  o f  scenes 
form s an im age "fligh t" by  th e  p erso n . H e re  positio n - 
finding reactions g rad u ally  go  o u t w h ich  a re  rep laced  
by  the  background  p e rcep tio n  o f  cu sto m ary  scenes. 
T he au tom atism  b o th  by  th e  person  and  an im als ' 
w alk ing  links w ith  the  au to m atism  o f  ste reo typed  
m ovem ents o f  m o to r o rg an s as w e ll as the  au to m atism  
and the p ercep tion  o f  th e se  m o v em en ts . A  ste reo ty p e  o f  
the  in terchange o f  v isual scen es b y  w a lk in g  g rad u a lly  
leads to  go in g  o u t the  p o sitio n -fin d in g  re f lex  aga inst 
the novelty  b ecau se  o f  the  tran sfe r  o f  a  chain 's  
recu rring  sequence o f  p e rcep tio n  su b jec ts , feelings, th a t 
m ake up  a step ' cycle , to  th e  level o f  th e  b ack g ro u n d  
perception .

T h t second strategy by  E . S o k o lo v  is a  s tra tegy  o f  the  
increase o f  reac tio n s o f  th e  m o to r neu ra l n e tw o rk  in  
response to  certa in  " in teresting" ob jec ts  and  
phenom ena fo r an  o rg an ism  a t th e  in p u t o f  th e  senso ry  
neural netw ork . It d iffe rs  fro m  th e  b e lo w -co n sid e red  
th ird  strategy in th e  fo llow ing : i t  does n o t d em an d  a  
m odulating  input signal b y  co m m an d in g  n eu ro n s  o f  the  
m oto r neural netw ork  and m an ag e  w ith o u t a  sup p o rtin g  
neuron o f  a  cen tral sig n a l. T h e  seco n d  stra tegy  
conditionally  can  be co in c id ed  w ith  th e  re flex  by  
anim als charac teriz ing  b y  the in v o lu n ta ry  imitation. A s 
it is know n, an im als o f  the  sam e k in d  g ive  an d  gain  
experiences from  o n e  to  a n o th e r im ita tin g  th e  
behav iour o f  each  o ther. T he m o to r acts w ith  sub jects, 
com m unicative  m o v em en ts  o f  th e  sam e ind iv idual 
(m im icry , p o se , p an tom im e, speech) are  th e  p ercep tio n  
sub ject o f  an o th er ind iv idual. T h ese  a re  sub jec ts o f  a 
p ecu lia r charac teristic . B esid es th e  sen so ry  neural 
netw ork , an  ind iv idual o f  the  sam e k in d  h as  a 
"syn thesizer" o f  a  p ercep tib le  p h en o m en o n . T h a t's  w hy  
i f  it is in te resting  and  u sefu l fo r a n  ind iv idual a fte r the  
fo rm ation  o f  a  o b jec t's  sen so ry  im age, an  ind iv idual 
can be tra ined  fo r the  im ita tion  an d  fo rm atio n  o f  a  
m oto r im age o f  the sam e ob ject.

T he b eh av io u r o f  m am m als  co n d itio n a lly  can  b e  
d iv ided  in to  th e  b eh av io u r o f  u n co m m u n ica tiv e  and  
com m unicative  sense. E sp ec ia lly  th e  seco n d  teach in g  
stra tegy  is ob serv ed  by  a  ch ild  in  spoken  language . A t 
the  beg inn ing  a  ch ild  in v o lu n ta ry  im ita tes sounds, 
syllables, p h rases o f  an adu lt. T h e  research  o f  ch ild 's  
speech has show n th a t a t first au d ito ry  im ages o f  vow el 
and  con so n an t sounds, sy llab les, in tonation  m o d els  o f  
question , narra tio n , su rp rise  sta rt to  b e  fo rm ed  b y  a 
ch ild  in  the  senso ry  neura l netw ork .

A ccord ing  to  aud ito ry  s tandards th e  ch ild  ap p ra ises  th e  
success o f  h is  endeavours to  rep ea t a  sp eech  so u n d

m oto raly . T h ere fo re  th o se  reac tio n s  a re  fixed  w h ich  are 
ev a lu a ted  su ccessfu lly  b y  th e  sen so ry  neural netw ork . 
T he ba lan ce  o f  an  o u tp u t lay e r o f  the  sen so ry  neural 
n e tw o rk  and  an inp u t lay e r o f  the  m o to r neural netw ork  
are s im u ltan eo u sly  d e te rm in ed  estab lish ing  the 
acco rdance  o f  reac tio n s in  senso ry  and  m o to r system s . 
T he third strategy h av in g  the  ra th e r h igh  b io tical 
im portance  is a  s tra te g y  o f  th e  increase  and 
re in fo rcem en t o f  reac tio n s  o f  th e  m o to r n eu ra l ne tw ork  
in  response  to  a  ce rta in  ex te rn a l scen e  to g e th e r w ith  the 
ju s tif ie d  en co u rag em en t. It ap p ears  from  cen tra l brain  
parts as th e  in p u t scen e  h as en ta iled  n e ith e r the  u se  n o r 
dan g er fo r an  o rgan ism . T h ere fo re  a  p erce iv ed  sub ject 
becom es a  p e rcep tio n  o b jec t as w ell as food , clo thes, 
lab o u r im p lem en ts , m ean s  o f  con v ey an ce  and 
co m m unica tion . M o reo v e r it can  tu rn  in to  the  th reat for 
life  and a  reaso n  fo r p a in  an d  d iscom fort. W h a t w as the 
reason  fo r  such  ap p earan ce  b y  th e  in p u t o f  th is subject? 
A n o rg an ism  co n tro ls  th e  te s t o f  a  hypo thesis: "w hat 
has m y  cu rren t m o to r ac t cau sed  th is reason"?

It ch an g es a v e c to r  o f  m o to r ac ts  o f  its m o to r neural 
netw ork . B esid es i t  g iv es a  g rea t im p o rtan ce  to  w h eth er 
the  p a in  o r p leasu re  h as d isap p eared  by  th e  input. In 
th is case  th ere  a re  4  p o ss ib ilitie s .

The first one: th e  in p u t p lea su re  is a  co n seq u en ce  o f  its 
ow n m o to r ac t. In  th is  case  th ere  is th e  ju s tif ie d  
en co u rag em en t fo r  te ach in g . A n  ex citem en t v ec to r o f  
senso ry  is a sso c ia te d  w ith  a  n ecessa ry  v ec to r o f  m otor. 
The second po ss ib ility : th e  in p u t d isp leasu re  is a 
co n seq u en ce  o f  its o w n  m o to r act. T he o rgan ism  
qu ick ly  finds co n tra -ac tio n s  ag a in s t the  d isp leasu re . 
T he ju s tif ie d  su p p o rt (en co u rag em en t) fixes the  link 
be tw een  a co n tra -ac tio n  an d  th e  e lim ination  o f  a 
neg a tiv e  sen so ry  scene . The third possib ility : the  input 
p leasu re  is  a  co n seq u en ce  o f  ex tern a l c ircum stances 
and  reaso n s. T h e  ju s tif ie d  su p p o rt (en co u rag em en t) is 
n o t delivered . The fourth  p o ss ib ility : th e  in p u t p leasure  
does n o t d isap p ea r b ecau se  o f  a  n ex t m o to r attem pt. 
T he ju s tif ie d  su p p o rt is n o t d e liv e red  w h ile  th e  q u est 
fo r a  m o to r co n tra -ac tio n  goes on. T h e  o rg an ism  finds 
and  m ak es n ew  m o to r a ttem p ts .

W e w ill d esc rib e  a  fourth possible teach in g  s tra tegy  
d iffe rin g  from  ab o v e-m en tio n ed  stra teg ies. In  o u r 
p rev ious w o rk s [7] w e  u n d e rlin e  th e  n ecess ity  o f  the 
sing le  co -o rd in a te  p e rcep tio n  in flu en ce  fo r study ing  a 
p ercep tib le  ob jec t's  shape . S om etim es the  sensory  
sys tem  o perates th e  m o to r  sys tem  th a t a llo w s the  m oto r 
to in fluence a  p e rcep tib le  o b jec t in  o rd e r to  g e t to  kn o w  
b e tte r  b o th  th e  o b je c t i t s e l f  an d  a v e c to r o f  ex ten ts o f  its 
freedom .

T he a im  o f  a  s tra teg y  o f  m an ag em en t is to  a rouse  
se lec tive ly  o n e  o f  co n tro l n eu ro n s one by  one  o f  th e  
firs t lay e r o f  th e  m o to r n eu ra l n e tw o rk  b u t n o t a  group  
o f  n eu ro n s s im u ltan eo u sly . T h e  sen so r system  m ust 
know  the  o b jec t's  re a c tio n  in  re sp o n se  to  one  o r  an o th er 
e lem en tary  in flu en ce . C o rrec tio n  n eu ro n s are  form ed 
b y  th e  sen so ry  neura l n e tw o rk  w h ich  fix the  acco rdance 
o f  a  v ec to r o f  th e  m o to r  co m p u te r in flu en ce  on  the  
o b jec t an d  a  v e c to r o f  sh ea r in  th e  sen so ry  neural
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network. Such strategy demands the quickness, the 
single co-ordination of a motor act, the next short- 
termed blockade of the whole motor system not to 
obscure the sensory system.

IV, CONCLUSION
We can make a conclusion that the teaching of the 
behaviour namely the motor system among mammals 
is not restricted by one strategy of back-propagation 
algorithm to the non-bionic type neural networks 
[1,8,9].

In this work we distinguish five bionic strategies or 
rules that used by mammals. The strategy of back- 
propagation algorithm is mostly resemblance to the 
third strategy of teaching the behaviour: to get pleasure 
and avoid displeasure.

The first strategy of the behaviour teaching among 
living creatures is conditionally connected with the 
teaching of reactions to the new environment to be 
exacted, that assists the organism in transferring a lot 
of gained skills, knowledge to the rank of the 
background. Therefore the reduction of motor reactions 
goes on in response to unattractive sensory images and 
scenes.

The second strategy is associated with the ability of 
an animal to imitate some useful phenomena, 
behaviour and communicative acts, having perceived 
from other individuals of the same kind. This category 
of perceptible "objects" has another biological sense. 
So an animal finds it expedient to train for their 
imitation, namely, the creation of their physical 
models. Here there is the increase of typical motor 
reactions responding to "interesting" sensory objects.

The third strategy of the sensory-motor behaviour 
teaching relates to acquiring skills aimed at getting 
pleasure and avoiding displeasure. This category of 
perceptible subjects is most actual and vitally important 
for the animal world. The organism reacts to their 
appearance by the input with great interest. Having 
reacted emotionally, the organism is trained for 
responding to them by a motor reaction that becomes 
obligatory later on.

We underline the fourth strategy of teaching the 
motor system which undertakes to a perceptive 
function realised by the sensory system. The sensory 
neural network teaches the motor neural network to 
give perception influences on a perceptible object in 
order to get to know a object and its shape deeper as 
well as extents of its freedom. All semantic links of the 
sensor system are fixed to the motor system which 
provide for fast, strictly co-ordinate motor influences 
of an animal on a object.

According to Sokolov's theory the fifth strategy can 
be picked out as an independent strategy of the visual 
system of watching an "aim". It is a rather important 
fimction of the moving of a neck and body's muscles. It 
is a skill to watch and "keep" an image of a necessary 
perceptible object on the retina in the zone of the best 
perception. The analogy of this skill is an arm skill that 
provides the best tactual touch of the skin of palm and 
fingers to a object. It is also analogous to a skill of the 
person's visual system to watch the movement of hands 
of own arms. Here the sensory-motor system is trained 
to fulfil a function of a three co-ordinate regulator.
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Abstract The paper presents a system fo r  offline 
classification o f handwritten signatures. The algorithm is 
based on boundary tracing technique fo r  extracting 
characteristic features. Outer and inner boundaries are 
treated separately. The upper and lower parts o f  the 
boundaries are extracted to form two sequences ofpoints. 
Three algorithms fo r  calculating feature vectors are 
applied based on у  coordinate, distances between 
consecutive points and from polar coordinates system. 
Experiments on classification o f  the resulted vectors were 
carried outby means o f Dynamic Time Warping algorithm 
using window and slope constraints.

Keywords: signature classification, offline recognition, 
dynamic time warping.

I. INTRODUCTION

The handwritten signature is still very common way for 
authorizing various kinds of documents. From legal 
contracts to payment bills they play an important role and 
are used on everyday basis. Signatures are usually written 
on regular paper without any specialized equipment. 
Therefore, the only information available, which future 
verification may be based on, is the static image of the 
signature. This kind of authorization is obviously far from 
being perfect. It’s not difficult for a skilled person to forge 
someone’s signature. Shape of the signature can be 
duplicated when one have access to original signatures and 
enough time to train.

П. INPUT DATA AND PREPROCESSING

In order to prepare data for classification algorithm, the 
images of signatures are first stored as Portable Network 
Graphics files (Fig I). This particular format for graphical 
files provides lossless compression that retains all 
important features without introducing distortions, and 
results in relatively small footprint. Images can be obtained 
by means of scanning devices from original documents. 
The segmentation of signatures from acquired scans is not 
considered in this work, but can be easily implemented by 
applying certain constraints on the position of the signature 
inside the analyzed document. Another problem is noise 
and defects caused by poor quality of documents and the 
scanning process. In our experiments we used threshold 
technique to eliminate minor distortions and convert 
images from grayscale into black-and-white binary map.

F ig . l  -  E x a m p le s  o f  s ig n a tu r e  b i tm a p s

ІП. DATA REDUCTION

The line of a signature in an image may consist of 
a large amount of pixels. Depending on the resolution and 
thickness of ink trace it can even reach a few dozen 
thousands of points. Classification of such a complex 
object may pose a very difficult task. In fact, most of the 
points don’t give additional information and can be safely 
ignored. There are many techniques for reducing then- 
number whilst preserving the most important features that 
allow differentiating between signatures. Some of the 
approaches are: thinning [1], projections [2], view-based 
approach [3], and contour based techniques [4] and [5].

During thinning process most of the points comprising a 
particular object are removed to achieve one-pixel-width 
skeleton (Fig 2). This approach has many applications and 
has been widely used in cursive script recognition systems.

F ig . 2  -  S ig n a tu r e  (a )  w i th  I ts  th in n e d  v e r s io n  (b )

Projection based techniques capture the distribution of ink 
in an object by projecting its pixels onto different axes and 
summing their number or intensity values. The following 
figure (Fig. 3b) shows a projection of a signature image 
calculated by computing total number of pixels in every 
column of the picture.
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The view-based algorithm chooses only those points with 
minimal and maximal values of у  coordinates. Points with 
minimal values form what is called the upper view, whilst 
points with minimal values form the down view. The 
process is illustrated in Fig 4

(a) (b)

Contour tracing algorithm follows the boundaries 
comprising object image and collects coordinates of their 
consecutive points (Fig 5a). By boundary we mean the 
group of the object’s pixels that share at least one edge 
with the background of the image. In many cases 
a signature is made of several disconnected segments like 
letters, dashes, points, etc. Those different parts can be 
treated separately or can be concatenated to form one 
continuous object.

Sometimes it is also useful to separate outer boundaries 
from internal and consider upper and down parts of the 
boundaries separately (Fig 5b, 5c, 5d).

к  > a  -  а д

F ig . 5  -  E x a m p le s  o f  f u ll  c o n to u r  ( a ) ,  i n t e r n a l  c o n to u r  (b ) , 
u p p e r  c o n c a te n a te d  c o n to u r  (c ), d o w n  c o n c a te n a te d  
c o n to u r  (d )

Those transformations may reduce complexity of 
classification task by considering different components 
individually. In order to further reduce the number

of points a simple sampling may be used by selecting every 
M-Xh value from the acquired sequences to form feature 
vectors (value of M  denotes a step in the sampling process). 
In this work we focused on boundary tracing for reduction 
of data. Experiments with other techniques were carried 
out and presented in [4] and [6].

IV. FEATURE VECTOR COMPUTATION

For the classification process each of the signatures is 
represented by one or more vectors. There are various 
methods for constructing such vectors. These methods 
should preserve all the features necessary for 
distinguishing between different classes of signatures. 
The other goal is to improve the separation of the classes 
by ignoring disturbances created by roughness of the ink 
trace and minor artifacts, which mostly are conducive to 
inaccuracy of the signing individual. By the class of a 
signature we mean the group of signatures signed by a 
particular person.

y - c o o r d i n a t e s

The first approach presented in this work is collecting 
у  coordinates of subsequent pixels that form the boundary 
of analyzed signatures (Fig 6). As a result a vector V is 
obtained as a signature representation used for 
classification process (1):

У  =  { У і> У 2 ,- ,У п -і> У п  ) (О

F ig .6 . F e a tu r e  v e c to r s  a s  у  c o o r d in a te s  

Consecutive points

Another technique is to describe subsequent points as 
vectors. These vectors are computed as the difference 
between positions of each consecutive pair of points (2,3). 
This process is illustrated by Fig. 6.

V, = [* ,-* ,-1  , У і ~ У і- і ] (2)

Vj>

F Ig .6 . F e a t u r e  v e c to r s  a s  a  s e q u e n c e  o f  v e c to r s  b e tw e e n  
c o n s e c u t iv e  p o in ts
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P o l a r  c o o r d i n a t e s VL RESULTS

The third alternative is the algorithm used in this work is 
the calculation of vectors describing points as vectors from 
the origin of the polar coordinate system (Fig 6).

^  =  (V pV 2 V 5Vjl4 sV11) (3)

F ig .6 . F e a tu r e  v e c to r s  a s  a  s e q u e n c e  o f  v e c to r s  f ro m  th e  
o r ig in  o f  c o o r d in a te  sy s te m

In order to evaluate effectiveness of presented methods 
several experiments were carried out. The database of 
signatures was created by 20 different people, with each 
signature repeated three times, giving a total of 60 
signatures.

For each person, each two of the signature versions were 
used as reference patterns to classify the third one. 
Therefore 20 x 3 = 60 tests were conducted in each variant 
of the experiment. In all cases boundary tracing algorithm 
was applied to reduce dimensionality of data. During 
boundary tracing a sampling step of 10 was used to 
eliminate disturbances created by roughness of the ink 
trace and to further reduce amount of redundant 
information.

V. DYNAMIC TIME WARPING (DTW)

In order to classify the resulted feature vectors a measure 
based on Dynamic Time Warping algorithm is used. DTW 
algorithm defines a measure between two sequences
X 1 , X 2 , . X k  and У 1, У 2, - , У і - ] ,У і  as a 
recursive function (4):

In the first three approaches only external boundaries were 
used. Upper parts of boundaries were concatenated and 
treated separately from bottom parts as described in 
section 3. The classification process was based on distance 
measure computed by means of Dynamic Time Warping 
algorithm. The distance of the reference vector from the 
one being classified was calculated according to Eq. 7:

Dc = D w{ Y f ,Y ? ) + D w{Y ?,Y ?) (7)

D i i J - 1) 
D(i, j )  =  minj D ( i - \ J )  

D ( i - l j  ~\)

+  d(xn y j) (4)

The distance measure d (a n b j)  can be chosen in various
ways depending on the application. In our case the 
Manhattan distance was used. The calculations are carried 
out using dynamic programming. The key part of this 
algorithm is the computation of cumulative distance 
g O J )  as the sum of distance d ( i , j )  and one of the 
cumulative distances found in earlier iterations (Eq. 5):

= d (a,., bj  ) + min {g d  - 1, j ) ,  g d , j  - 1), g d  - 1J - I ) )  ^

In addition, two modifications were applied to reduce 
amount of unintuitive alignments called singularities [7]. 
The first used a window which constrained possible paths 
in the matrix of g d , j ) . The second used a slope constraint 
allowing warping path to follow only particular directions. 
The applied slope constraint [7,8] can be expressed by the 
following equation (Eq. 6):

where Dc - distance used for classification, Dw- distance 

computed with DTW, Y f - vector describing upper 

contour of reference signature, Y f - vector describing 

down contour of tested signature, T10 - vector describing 
down contour of reference signature, Y f  - vector 
describing down contour of tested signature.

Feature vectors were built using three distinct algorithms 
described in section 4:
1. Collecting у  coordinates of subsequent points.
2. Describing subsequent points as vectors computed for 

each pair of points
3. Describing each point as a vector from the origin of 

coordinate system.
When comparing subsequent vectors representing points in 
method 2 and 3 a measure given by Eq. 8 was applied:

d d . j ) = K  -  vj, I + K  -  I (8)

where vi - k-th element of i-th vector comprising 
reference vector, V1Jk - k-th element of j-th vector 
comprising tested vector.

g d , j )  = min
g d - \ , j - 2 )  +  2 * d d , j - \ )  +  d d , j )  

g d - \ , j - \ )  +  2 * d d , j )  

g d - 2 J - l )  +  2 * d d - \ , j )  +  d d ,j)\
(6)

The results of experiments presented in table I show 
percent of properly classified signatures using each of 
the methods described earlier.
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T a b le  I .  C la s s if ic a t io n  n s ln g  e x t e r n a l  b o u n d a r ie s

C a l c u l a t i o n  o f  f e a t u r e  
v e c t o r s

P e r c e n t a g e  o f  
p r o p e r l y  c l a s s i f i e d  

v e c t o r s

method I 91%

method 2 90%

method 3 85%

The best classification rate was achieved by using only у  
coordinates of selected boundary points.

In addition to tracing external boundaries, contours of 
internal elements like loops were also examined. During 
experiments it was discovered that most signatures used to 
construct database were written carelessly. Many of the 
signatures written by one person varied in number and 
shape of internal loops. However, some consistency in the 
numbers of loops in signatures was found. To include this 
information in a distance measure we added the following 
modification (9):

Dc =  Dw(.Y“ ,Y2u) +  Dw(YlD,Y2D) +  k % - L 2\ (9)

where L1 - number of loops in reference signatures, 
L2 - number of loops in tested signatures, к -  weighting 
factor.

The following table (Tab. 2) shows results for different 
value of к using the first approach for building feature 
vectors.

T a b le  2 . C la s s if ic a t io n  u s in g  e x t e r n a l  b o u n d a r ie s

к
P e r c e n t a g e  o f  

p r o p e r l y  c l a s s i f i e d  
v e c t o r s

I 9 1 %

2 9 1 %

3 9 3 %

4 9 3 %

5 8 8 %

6 8 6 %

As can be seen from Tab. 2, applying certain values of к 
coefficient improved classification rate to 93%. 
If individuals may be required to write their signatures 
more carefully, algorithms comparing shape and positions 
of loops may result in even better classification rates.

VII. COMPARISON WITH OTHER 
APPROACHES

The methods presented in this paper are based on 
techniques applied to cursive word recognition. 
The signature images are examined as whole words 
without segmentation into distinct letters or strokes. The 
aim of this experimental approach is to enable

identification based on handwritten signature that would 
compare general appearance of the signatures. Most of the 
research in the area of automatic signature recognition is 
focused on verification and resistance to forgery. Those 
systems are based on features and techniques allowing for 
rejection of forged signatures. Combining comparison 
based on general appearance with more restrictive 
verification methods may result in more flexible systems 
capable of both identification and verification for different 
levels of requirements on exactness of signature 
repetitions.

VIII. CONCLUSIONS

The results achieved in this work encourage for further 
work proceeding using the described approach. The 
classification rate for a database of 60 signatures achieved 
a percentage of 93%. The authors’ future research will be 
focused on incorporating other classification methods like 
Neural Networks or Hidden Markov Models. Toeplitz 
matrix minimal eigenvalues are also under studying to 
consider their use in feature points extraction. In addition, 
it is planned to combine and fuse the offline information 
collected from the signature image with the online data and 
information obtained from a camera or tablet devices in a 
hybrid system. These approaches will definitely increase 
the recognition rate as they had already done with other 
applications as in [9] or earlier in [10].
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Abstract: The note presents a modification o f  the FCM- 
CV-algorithm is able to detect a f iz z y  partition into 
optimaI number o f  fuzzy clusters. A plan o f  the 
modification is presented. An illustrative example o f  
algorithm applied to radar portrait classification 
problems is described. Some preliminary conclusions are 
made.
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L  I N T R O D U C T I O N

The methods of fuzzy clustering are widely used for 
solving various problems of pattern recognition due to 
their high accuracy and efficient handling of the 
classification results. The methods of fuzzy clustering are 
successfully used for space photographs analysis, in 
medicine, geoinformatics and military' sciences.

By convention the methods of fuzzy clustering are 
divided into optimization, heuristic and hierarchical. 
Optimization procedures are the most common [1]. All 
optimization algorithms require number of classes as a 
parameter, which can be not predefined. Different cluster 
validity indexes are used to determine the adequate 
number of classes in the desired partition. The procedure 
tha. makes it possible to find fuzzy partition into the 
optimum number of classes is introduced in [2]. Tltis 
procedure was called FCM-CV- algorithm. It combines 
well known FCM-algorithm of Bezdek and Dunn [3] 
with llie calculation of cluster validity indexes.

This article introduces the modification of FCM-CV- 
algorithm. It uses a calculation of two cluster validity 
indexes with the variation of classification fuzziness 
index. The effectiveness of the proposed modification is 
demonstrated on the illustrative example of the 
classification of tlie range radar portraits of the aerospace 
attack arms of USAF - United States Air force.

I I .  A  N E W  V E R S I O N  O F  T H E  F C M - C V -  
A L G O R I T H M

The optimization methods of fuzzy clustering give a 
solution of classification problem as the fuzzy partition
P" -  {A 1 , . . . , A c ] into the given number c  of fuzzy 

classes. Let A 1,1 = l , . . . , c  be the fuzzy sets with the

corresponding membership functions
jUu, l  = 1,. . . , c , i  = 1 ,...,«  defined on the 
investigated objects’ set X  = { x l , . . . ,xn} . If

C

condition 's satisfied for each object
і=i

X j G  X  then the fuzzy sets A1,1 =  \ ,...,c  form the 

fuzzy' partition P  = {A ' , . . . , A c ] which is described 
by matrix Pcxn =  [/Jlj ] , where /I li is a grade of 
membership of element X i є  X  to the certain fuzzy 

cluster A1 € {A 1 , . . . , A c } , n is an element number 
of the set X  =  {x,,..., x n} being classified, and c  is 
the number of fuzzy clusters in the desired fuzzy
partition P * . The task of fuzzy clustering using 
optimization methods stands for evolution of the 
extremum of the certain functional Q (P) on the set 
of all fuzzy' partitions, which is described by formula

Q ( P ) ^ e x t r ,  ( I )

where П is a set of all possible fuzzy partitions P  
of the set of objects X being classified.

Bezdek and Dunn functional [3] is as follows:

Q ( P ) = I L l l M  П к - г
і=і i=i

( 2 )

where у is a fuzziness index of classificatioa 
I < y < ° o .

The classification problem can be solved as follows:

P  =argmin

Q ( P ) : P  =  ( A ' , . , A y . A  =Cu,,,. 
OS//,, <1,

Xa,=1. Z a
/=I I=I

/  = 1 , . . . , c

(3)

Algorithm of the criterion (2) minimization is 
introduced in 13]. It is named FCM-algorithm (fuzzy 
c-means).

One of the major issues of optimization methods is a 
determination of the «true» number c  of fuzzy
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clusters to which the investigated totality «is split», or in 
otlier words the most nagging problem of cluster validity 
arises out of the situation when the investigator doesn’t 
liave any information about number of clusters c  . Tliis 
problem is described by different factors, which
characterize obtained fuzzy partition P * = { A l , . . . , A c } 
using appropriate algorithm. In particular searching for 
fuzzy partition by means of FCM-algorithm different 
researchers also proposed a number of:

partition coefficient [4]:

У „ Л П  =  - ± ± г і ,  (4)
n  I= I ,= 1

partition entropy [5]:

Vpe{P ) =  - - ± ± \ p lr  In //,,|, (5)
П  ,= 1  ,= 1

Fukuyama-Sugaiio factor 16J:

Vf s (P ) = Z Z Н І [ Ik  - t T  - Ilr' - r | 21 (6)
,=1 ,=1 V " 11 11 J

FC M  -  C V  -algorithm combining traditional FCM- 
algorithm with the calculation of any cluster validity
indexes in the interval [c»,c*], where C t  and C  are the 
least and the largest possible numbers of clusters c  in 
die desired fuzzy c  -partition, is a liiglily effective 
procedure of solving classification problems, and 
specifically the problem of outliers identification in the 
investigated set of objects [7]. At the same time, different 
cluster validity indexes in the desired fuzzy c  -partition 
in some cases reveal different number c  of clusters as 
optimal.

This circumstance is caused by the high sensitivity of 
some factors Vc (P )  to die data structure and also by the 
fact that the initial partition in the F C M  -algorithm is 
determined randomly, which draws insignificant changes 
of the membership values in the matrix of fuzzy c  - 
partition. Considering this, it is assumed to be expedient 
to include into the proposed in [2] scheme of 
FC M  — C V  -algorithm calculation of not one, but two 
Vc (P) factors and the rules in accordance with which 
fuzzy c -partition will be selected as the solution of 
classification problem only when the numbers of clusters 
c arc equal for both factors Vc ( P ) .  To ensure the 
procedure convergence it is offered to vary index у  with 
a certain step A y . This idea was oudined in the [7].

Thus, with the use of partition coefficient Vpc (P ) and

partition entropy Vpe(P ) as the factors Vc (P )  the
overall diagram of the F C M  — C V  -algorithm 
modification proposed will is as follows:

I f  va lu es o f  c,  an d  c* a re  g iven, 

t h e n  c] := ct and  c : = c * ,

e l s e  C1 : = 2  and  c p \—n — I a n d  the n u m b er o f  

c lasses c  in  the  d es ired  fu zzy  p a rtitio n  are o rdered  

as fo llow s: 2 < c ,  < . . . < c l < . . . < c p < n - \ \  set

the ite ra tio n  b o u n d  y* o f  the fuzz in ess  index  o f  

c lassif ica tio n  y ,  у 'є  ( I , / * ] ;  ite ra tio n  step  A y ; 

6 := 1  and  y* :=  y (h);

it is a ssu m ed  I  :=  I ; 

ca lcu la te

3.1. u sin g  F C M -a lg o rith m  P ( c , )  p a rtitio n  into c f 
c lasses is ca lcu la ted ;

3.2. fac to r Vpc(P)  fo r  th e  o b ta in ed  p a rtitio n  P(C1) 
is  ca lcu la ted ;

3.3. f a c to rVpe(P)  fo r  the o b ta in ed  partition  P(c ( ) 
is ca lcu la ted ;

i f  I < p

t h e n  £ \= t  + \ and  passag e  to  s tep  3 is realized , 

e l s e  passag e  to step  5 is realized ;

se t o f  П ( с . , с * )  =  ) I (  =  I , . . . , p ]  possib le

d ec is io n s is  fo rm ed

co n d itio n  is ch eck ed : i f  y (h. > 1  fo r a  certa in  fuzzy

p a rtitio n  Р(с ( ) є  П (с* , c t ) o n  c  c lasses 

m a x ( F  (P))  a n d  m i n ^  (P))  is carried  ou t fo r a

ce rta in  n u m b er o f  c lasses  c e | c „ , c * ] ,  t h e n  th is 

fuzzy p a rtitio n  o n  c  c lasses  is se lec ted  as  the 
so lu tio n  P  * , e l s e  is assum ed  that 
y (b+l} := JZfc, — A y ,  b . — b + I and passage to  step  2 

is realized .

І П .  E X P E R I M E N T A L  R E S U L T S

T he d a ta  abou t the  range  rad a r po rtra its  o f  the 
aero sp ace  a ttack  arm s o f  the U.S. A ir Force: strateg ic 
b o m b er B -5 2 H  “ S tra to fo rtre ss” , tac tica l f ig h te r F- 
15A  “E ag le” an d  the  s tra teg ic  cru ise  m issile  o f  the 
a ir  b as in g  A L C M  w as u sed  fo r the  com putational 
experim en t. I t  w as m o d e lled  w ith  d iffe ren t 
fo resh o rten in g  ang les .

207



The d a ta  is  p resen ted  in  T ab le  I.

Table I. Angle o f targets rotations

N u m b er o f  a 
portra it

T a rg e t type A ng le  o f  
ro ta tio n  in  
deg rees

I B -52 Ou
2

F -1 5
I F -

3 120°
4 240°
5

A L C M

O0
6 ON O
7 120°
8 180°
9 240°
10 300°

R ange rad ar p o rtra its  are  dep ic ted  in  fig u re  I.

— Fзш Ш ш і 3  4 ¾ PJ
к SfI p  a

p K s p j  PgsJ

1 2 3 4 5 6 7 8 3 10 11 12 13 14 15 16 17 18 19 20

F ig .  I  -  E x a m p l e  o f  r a d a r  p o r t r a i t s  a t  d i f f e r e n t  a n g l e  
o f  r o t a t i o n s .

Computational experiments were conducted with the use 
as cluster validity indexes of fuzzy partition entropy 
determined by formula

V ^ (P )  =  - - Y L \ H u  ' ]п МиI. (7)
7 7 / = 1 / = 1

with the use by which min(F (/-*)) appears itself, and
C И

partition coefficient determined as follows

УрЛ П  =  - ± ± г і ,  (8)
7 7 / = , , = 1

use of which requires execution of conditions 
max (Fpc (P ))  for finding the optimum number of

classes c  .

Experiments w'ere conducted with the variation of the 
fuzziness index у  in interval of [ y , = \ . 5 , y  = 4 .0 ] 
with a step A y  = 0 .5 , and in the interval of the number 

of classes [c, = 2, c = 4 ] , where c, -  is the lowest

and c* -  is the liighest possible number of clusters in the 
desired (uknowO partition. In all experiments the number

o f  c lasses  in  the  o b ta in ed  p a rtitio n  p roved  to  be equal 
to  th ree. T he g rap h s o f  the  b eh av io u r o f  cluster 
v a lid ity  in d ex es w ith  y  —1 .5  are d ep ic ted  in  Fig. 2. 

and F ig. 3.

F ig . 2 -  V a lu e s  o f  c lu s te r  v a lid ity  in d ex es 

(p a r t i t io n  e n tr o p y  Vpe(P)) .

F ig . 3 - V a lu e s  o f  c lu s te r  v a lid ity  in d ex es 
( p a r t i t io n  co e ff ic ie n t Vpc(P)).

T hus, the  m o d ifica tio n  o f  F C M  — C V  -algorithm  
p ro p o sed  and  the p ro ced u re  o f  its ap p lica tio n  m ake it 
p ossib le  to c lassify  the range rad ar portra its o f  
d iffe ren t a rm s o f  the ae ro sp ace  a ttack  o f  U .S. A ir 
Force.

IV . C O N C L U S IO N S

It shou ld  be po in ted  o u t that in  the procedure 
p ro p o sed  o th e r c lu s te r v a lid ity  indexes can  b e  used 
and  in  th is  case  p ro ced u re  m ust b e  m odified 
co rrespond ing ly  a t step  3 an d  step  6. T hus, the FC M - 
C V -a lg o rith m  m o d ifica tio n  p ro p o sed  a llow s no t only 
fin d  o p tim u m  in  the  sense  o f  c rite r io n  (2) fuzzy 
p a rtitio n  in to  the  o p tim u m  n u m b er o f  classes as the 
p rev ious v ers io n , b u t also  to  estab lish  the num ber o f  
classes w ith  the  h ig h er accu racy  o r  quantitatively  to 
eva lua te  the sp read  o f  the  s truc tu re  o f  the totality' o f  
ob jec ts  b e in g  investigated .
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On the Inspection of Classification Results in the Fuzzy Clustering 
Method Based on the Allotment Concept
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Abstract: The paper deals in the preliminary way with the 
problem o f  an evaluation offuzzy clustering results. Basic 
concepts o f  the AFC-method o f  fuzzy clustering are 
considered and som e measures f o r  the evaluation o f  fuzzy 
clustering results are proposed. Results o f  numerical 
experiments are presented and preliminary conclusions 
are made.

Keywords: fuzzy cluster, allotment, linear index of 
fuzziness, quadratic index of fuzziness, density of fuzzy 
clu' ter

fuzzy cluster A'a), а  є  (0,1],/ є [I, n] can be defined as

Pu = i
P a1(Xi), x ,eA 'a 

0, else
( I )

where A1a = { x t є  X I p A, (Xi) > a } , а  є  (0,1] is the support 

of the fuzzy cluster Afa). A condition A1a =  Supp(A1fat) is 

met for each fuzzy cluster A[a), а  є (0,1], l =  \,n .

I. INTRODUCTION
An outline for a new approach to fuzzy clustering was 
presented in [1], where a concept of allotment among 
fuzzy clusters was introduced and a basic version of 
heuristic fuzzy clustering method was described. The 
main goal of the paper is a consideration of a problem of 
inspection of fuzzy clustering results. For this purpose, 
basic concepts of the allotment among fuzzy clusters 
(AFC) method are considered. Illustrative examples are 
shown and conclusions are formulated.

П. BASIC CONCEPTS
Let us consider basic definitions of the AFC-algorithm 
which are considered in detail in [1].

Definition I. Let X  = {x,.... xn] be the initial set of
elements and T : X  x X  —> [0,1] some binary fuzzy 
relation on X  = {x,,...,x„} with
p T ( x n  X j  ) є  [0,1 ], Vxi, X j  є  X  being its membership
function. The fuzzy binary intransitive relation T which 
possesses the symmetricity property and the reflexivity 
property is the fuzzy tolerance relation on X  .

Let Г be a fuzzy tolerance on X  and a  be a  -level 
value of T , а  є (0,1].

Deflnition 2. The a  -level fuzzy set 
4 a ,  ={(*,>P a- O /)) I P a- (Х,)>а,х,. еХ ,Іє [\ ,п ]}  is 
fuzzy a-cluster or fuzzy cluster in simple words. So
A1w  c  A1 , а  є  (0,1], A1 e { A l ....... A"} and p H is the
membership degree of the element x, є X  for some fuzzy 
cluster Afa), a  є (0,1],/ є [I,л ] . Value of a  is the 
tolerance threshold of frizzy clusters elements.

The membership degree of the element X 1 є  X  for some

D efin itio n  3 . If Г is a fuzzy tolerance on X , where X  
is the set of elements, and {A'fa),..., A"a)} is the family of

fuzzy clusters for some а  є (0,1], then the point т[ є A1a , 
for which

r ' = arg max p u, Vxi є A1a (2)
X,

is called a typical point of the fuzzy cluster 
A{a),cte(0,\},le[\ ,ri\ .

D e f i n i t i o n  4 .  Let R° (X ) =  {Afa) \ I = l,c,2 <, с й n} be a 
family of fuzzy clusters for some value of tolerance 
threshold а , а  є  (0,1], which are generated by some fuzzy 
tolerance T on the initial set of elements X  = {x,,...,x„}. 
If a condition

^ jP n  >  OtVxi є X  (3)
/=1

is met for all A[a),l = l,c ,c  < n , then the family is the
allotment of elements of the set X  = {x,....x ,} among
fuzzy clusters {A[B),l  = l,c,2 < c < n) for some value of 
tolerance threshold а , а  є (0,1].

If some allotment R“ (X) = {A‘(a) \ I =  I,с ,c < n}
corresponds to the formulation of a concrete problem, 
then this allotment is an adequate allotment. In particular, 
if a condition

I j A 1a = X ,  (4)
(=i

and a condition
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card( A1a n  A” )  =  0 , VA'(a) ,А та),1 ф т , а  є (  0,1] (5)

are met for all fuzzy clusters AM ,l  =  \,c of some 
allotment R f (X ) = {A'a) 11 = I,c ,c  < n , a  є (0,1]} then
the allotment is the allotment among fully separate fuzzy 
clusters. However, fuzzy clusters in the sense of definition 
2 can have an intersection area. So, the conditions (4) and 
(5) can be generalized [2]. In particular, a condition

Y card(A1a ) > card(X ),
/=1 »

VA1m  є R f  (X ), card  (R f (X )) =  c 

and a condition

card(A ‘a п Л ” )<  w,

are generalization of the conditions (4) and (5).

So, the problem of discovering the unique allotment
R *(X )  of the initial set of elements X  = {л:,.... х л }
among c fully separate or particularly separate fuzzy 
clusters is the problem of classification. The matrix of 
similarity coefficients T = [ fJT(x„xJ ) ] , i , j  =  I,...,и is the 
matrix of initial data for the AFC-algorithm. The 
allotment R * (X )  among c fuzzy clusters and tolerance 
threshold a  are results of the classification process. The 
general plan of the AFC-algorithm for the problem 
solving is presented in [1].

ІП. EVALUATION OF FUZZY CLUSTERS
The qualitative inspection of fuzzy clustering results can 
be done, e.g., with a linear index of fuzziness or a 
quadratic index of fuzziness, used for evaluation of 
fuzziness degree of fuzzy clusters. These two indexes are 
introduced and considered in [3].

The linear index of fuzziness is defined as

h ( AL ) ) = ~ - < * » « ) >  AL))> (8)
ni -----

where n, =card (A a ), Â a) є  R *  (X ) is the number of 

objects in the fuzzy cluster Am  and d H(A'M ,AM ) is the 

Hamming distance

(6)

(7)

function of the crisp set A1m  can be defined as

f°.Av (jc,) <0.5
H . ,  CO = j " , Vxi є  A ,

^  "  [I,Z4 i (Xl) >0.5’ ' -

where а  є  (0,1].

The quadratic index of fuzziness is defined as

( 1 0 )

Tq(^ia))-  і— • d E(AM , AM ) , 
v ni —

(H)

where n, = C a r d ( A 1a ) , A1m  є  R * (X )  and d e (A'M ,AM ) 

is the Euclidean distance

(j4Ia) > j4Ia)) ~ J  Y  ( aa ( x i ) j  (12)

between the fuzzy cluster A1m  and the crisp set Am  

which are defined by formula (10). For each fuzzy cluster 
Am  in R * (X ) , evidently, the following conditions are 

met:

0 -  ^i (A1m ) <  I , (13)

0 <  I q(A1m ) <\ . (14)

Indexes (8) and (11) show the degree of fuzziness of 
bounds of fuzzy clusters which are elements of the 
allotment R * ( X ) .  Obviously, that

j l( a ‘(°)) =  1Q(a L )) =  0 for a crisP set A'a) є  R * ( X ) . 
Otherwise, if Hli =  0.5, Vxi є A1a then fuzzy cluster 
Am  g R * (X ) is a maximal fuzzy set and

Tl (a U )  = S0(a L))  = l -

A density of fuzzy cluster can be defined as

D ( j4L)) =  - > 05)
nI х,сл‘,

where Iil =  card(Aa ), A1m  є  R * (X )  and membership 
degree Hu Is defined by formula (1). It is obvious, that a 
condition

dll  (A (a) > (9)

between the fuzzy cluster A1m  and the crisp set Am  

nearest to the fuzzy cluster Am  . The membership

0 < D(Am ) <  I , (16)

is met for each fuzzy cluster Am  in R * (X ) . Moreover, 

D(A1m ) = I for a crisp set Al(a) e  R * (X ) for any 
tolerance threshold а ,  а  є  (0,1]. The density of fuzzy
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clu s ter show s an average m em bersh ip  degree  o f  elem ents 
o f  a  fuzzy  cluster.

IV. EXPERIMENTAL RESULTS
T he A nderson 's Iris d a ta  [4] consist o f  sepal leng th , sepal 
w id th , petal length  and pe ta l w id th  fo r 150 irises. The 
problem  is to  c lassify  the  p lan ts  in to  th ree  subspecies on 
the  basis o f  th is in form ation . T h e  real assignm ents to  the 
three c lasses are show n in T ab le  I.

T a b ic  I .  R e a l  o b je c ts  a s s ig n m e n t

Class Numbers of objects
Number Name

I, 6, 10, 18, 26, 31, 36, 37, 
40, 42, 44, 47, 50, 51, 53, 
54, 55, 58, 59, 60, 63, 64,

I SETOSA 67, 68, 71, 72, 78, 79, 87, 
88, 91, 95, 96, 100, 101, 
106, 107, 112, 115, 124, 
125, 134, 135, 136, 138, 
139, 143,144, 145, 149
3, 8, 9, 11, 12, 14, 19, 22, 
28, 29, 30, 33, 38, 43, 48, 
61, 65, 66, 69, 70, 76, 84,

2 VERSICOLOR 85, 86, 92, 93, 94, 97, 98, 
99, 103, 105, 109, 113,114, 
116, 117, 118, 119, 120, 
121, 128, 129, 130, 133, 
140, 141, 142, 147, 150
2, 4, 5, 7, 13, 15, 16,17, 20, 
21, 23, 24, 25, 27, 32, 34, 
35, 39, 41, 45, 46, 49, 52,

3 VIRGINICA 56, 57, 62, 73, 74, 75, 77, 
80, 81, 82, 83, 89, 90, 102, 
104, 108, HO, 111, 122, 
123, 126, 127, 131, 132, 
137, 146,148

application  o f  com plem en t operation

Mt (x ,, Xj ) =  I  -  fi, (x„ Xj  ) , V f, j  =  I , . . . ,  n ( 18)

to  th e  m atrix  o f  fuzzy  intolerance

A few  d istances can be used  as the d (x i , x J) , i , j  = \ ,n 

distance. The m o st w id e ly  used  d istances fo r any two 
fuzzy  sets Xn Xj in  X = { x ....... *„} are [3]:

•  T he norm alized  H am m ing  distance:

I(Xn Xj ) = - X I i j  = h n ,  (19)

•  T he norm alized  E u clid ean  distance:

e(x,I .Xj )  = . Д о р ч , ,  ( x ' ) - M Xj( x ' ) f , l j  = \ , n ,  (20)

•  T he squared  n o rm alized  E uclidean  distance: 

^ i . x J ) = —  J ^ i u Xl( x ' ) - / i Xj( x ' ) f ,  i , j  = l , n .  (21)

In the case  o f  the  no rm alized  H am m ing  distance the 
a llo tm ent R*(X)  w h ich  co rresponds to  the result, was 

ob ta ined  fo r the to le ran ce  th resho ld  a  = 0.8192 . Fourteen 
m istakes o f  c lassification  w ere  received. Supports o f  
fuzzy clusters in the  case  o f  th e  norm alized  H am m ing 
d istance are  p resen ted  in  T ab le  2. M isclassified  objects 
are d is tingu ished  in  T ab le  2.

T a b le  2 . T h e  o b je c ts  a s s ig n m e n t  In th e  ca se  o f  th e  
n o r m a l iz e d  H a m m in g  d is ta n c e

The matrix of attributes is the matrix
Xmxn = [x '] ,/= l......n,t =  I.......m , where n = 150,/n = 4.
So, the value X 11 is the value of t  -th attribute for і  -th 
object. The data can be normalized as follows:

M,, (x')  =  —  = ( 1 7 )
maxx,

X,

for all attributes x ' , t  . So, each object can be
considered as a fuzzy set x,,i = I,... ,л and
Mx ( x<)  є  [0 ,1 ] ,і  =  I , . . . ,  n,t  =  I ......... m are their membership
functions. After application of a distance
d ( x t , X j ) , i , j  = 1,л to the matrix of normalized data

^ x ,= [A ,( t ') ] , i  = 1 ,...,я ,/= I......m a matrix of fuzzy
intolerance I  = [jJI(xi, x J) ] , i , j  =  l,...,n  can be obtained. 
The matrix of fuzzy tolerance
T =  Itir (XitXj )],i , j  = 1,..., n can be obtained after

Class Numbers of objects
Number Name

I, 6, 10, 18, 26, 31, 36, 37, 
40, 42, 44, 47, 50, 51, 53, 
54, 55, 58, 59, 60, 63, 64,

I SETOSA 67, 68, 71, 72, 78, 79, 87, 
88, 91, 95, 96, 100, 101, 
106, 107, 112, 115, 124, 
125, 134, 135, 136, 138, 
139, 143, 144, 145, 149
3,5, 8, 9,11,12,14,16,19, 
22, 25, 28, 29, 30, 32, 33, 
34, 38, 43, 46, 48, 52, 56, 
61, 62, 65, 66, 69, 70, 75,

2 VERSICOLOR. 76, 82, 84, 85, 86, 90, 92, 
93,94, 97, 98,99,103, 105, 
108, 109, 113, 114, 116, 
117, 118, 119, 120, 121, 
128, 129, 130, 133, 137, 
140, 141, 142, 150
2, 4, 7, 13, 15, 16, 17, 20, 
21, 23, 24, 27, 35, 39, 41,
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3 V IR G IN IC A
45, 4 9 , 57, 73, 74 , 77, 80, 
81, 83, 89, 102, 104, H O,
111, 122, 123, 126, 127, 
131, 132, 137, 146, 147, 
148

The object x95 is the typ ical p o in t r 1 o f  the  fuzzy  c luster 

w hich corresponds to  the  firs t class. T he o b jec t x 98 is the

typical po in t z 2 o f  the  fu zzy  c luster w h ich  corresponds to  
the  second class and the  o b jec t x]26 is the typ ical po in t

r 3 o f  the  fuzzy  c lu s te r w h ich  co rresponds to  the  th ird  
class. M em bersh ip  va lues o f  the Setosa  c lass are 
p resented  in  F ig . I.
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F ig . 3 . -  M e m b e rs h ip  v a lu e s  o f  th e  V IR G I N I C A  c lass  in  th e  
c a s e  o f  th e  n o r m a l iz e d  H a m m in g  d is ta n c e
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Fig . I .  -  M e m b e rs h ip  v a lu e s  o f  th e  S E T O S A  c la s s  in  th e  ca se  
o f  th e  n o rm a liz e d  H a m m in g  d is ta n c e

V alues o f  th e  lin ear index  o f  fuzziness, the  quadratic  
index and the  d ensity  o f  fuzzy  c lusters are  p resented  in 
Table 3.

T a b le  3 . R e s u l ts  o f  th e  e v a lu a t io n  o f  fu zzy  c lu s te r s  in  th e  
ca se  o f  th e  n o r m a l iz e d  H a m m in g  d is ta n c e

N u m b e rs  
o f  c lasses

T h e  v a lu e  o f
th e  l in e a r  
in d e x  o f  
fuzz in ess

th e  q u a d r a t ic  
in d e x  o f  

fu zz in ess

th e  d en s ity  
o f  fuzzy  
c lu s te r

I 0 .07199 0 .08409 0.96400
2 0.21713 0 .23934 0.89143
3 0 .21044 0.22273 0.89478

M em bership values o f  th e  V ersico lo r c lass are  p resented  
in Fig. 2.

In  the case o f  the  no rm alized  E u clid ean  d istance the 
allo tm ent R * (X )  w h ich  co rresponds to  the result, w as 

ob tained fo r th e  to le ran ce  th resh o ld  or =  0 .8 1 0 4 . Six

ro
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00і
F ig . 2. - M c m b e r s W p  v a lu e s  o f  th e  V E R S IC O L O R  c la s s  In  

th e  ca se  o f  th e  n o rm a liz e d  H a m m in g  d is ta n c e

M em bership  values o f  th e  V irg in ica  class are p resen ted  in 
Fig. 3.

m istakes o f  c lassifica tion  w ere  received . T h e  o b jec t Z95

is the typ ical p o in t r '  o f  th e  fuzzy  c luster w hich 
corresponds to  th e  firs t class. T he o b jec t Z 98 is the typical

po in t T 2 o f  the  fu zzy  c lu s te r w h ich  corresponds to  the 

second class and the o b jec t X23 is the  typ ical po in t r 3 o f  

th e  fuzzy c lu s te r w h ich  co rresp o n d s to  the third class. 
Supports o f  fuzzy  c lusters in  th e  case  o f  th e  norm alized  
E uclidean d is tance  are  p resen ted  in  T ab le  4. M isclassified  
objects are d is tingu ished  in  T ab le  4.

T a b le  4 . T h e  o b je c ts  a s s ig n m e n t  In th e  ca se  o f  th e  
n o r m a l iz e d  E u c l id e a n  d is ta n c e

C la ss N u m b e rs  o f  o b jec ts
N u m b e r N a m e

I ,  6, 10, 18, 26, 31, 36, 37, 
40 , 42 , 44 , 47 , 50, 51, 53, 
54 , 55, 58, 59, 60, 63, 64,

I SE TO SA 67, 68 , 71, 72, 78, 79, 87, 
88 , 91 , 95, 96, 100, 101, 
106, 107, 112, 115, 124, 
125, 134, 135, 136, 138, 
139, 143, 144, 1 4 5 ,1 4 9
3, 5 , 8, 11, 12, 14, 19, 22,
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25, 28, 29, 30, 33, 38, 43, 
48, 56, 61, 65, 66, 69, 70, 
76, 84, 85, 86, 90, 92, 93,

2 VERSICOLOR 94, 97, 98, 99, 103, 105, 
109, 113, 114, 116, 117, 
118, 119, 120, 121, 128, 
129, 130, 133, 140, 141, 
142,150
2, 4, 7, 9, 13, 15, 16, 17, 20, 
21, 23, 24, 27, 32, 34, 35, 
39, 41, 45, 46, 49, 52, 57,

3 VIRGINICA 62, 73, 74, 75, 77, 80, 81, 
82, 83, 89, 102, 104, 108, 
HO, 111, 122, 123, 126, 
127, 131, 132, 137, 146, 
147, 148

Мы

O R -  

0 . 7  -

0 6  - H

0 . 5  -

0  4 - 

0 . 3  ■

0 2  - 

0 1-
001 ------------------1------------------ 1------------------  I
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F ig . 6. -  M e m b e rs h ip  v a lu e s  o f  th e  V IR G IN IC A  c lass  in  th e  
c a s e  o f  th e  n o rm a liz e d  E u c l id e a n  d is ta n c e

M em bership  va lues o f  th e  S etosa  class are  p resen ted  in 
F ig. 4.
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F ig . 4 . -  M e m b e rs h ip  v a lu e s  o f  th e  S E T O S A  c la s s  In  th e  case  
o f  th e  n o rm a liz e d  E u c l id e a n  d is ta n c e

M em bersh ip  values o f  th e  V ersico lo r class are presen ted  
in  Fig. 5.

0.8 ■

) 7  

0.6 ■

0 5  ■

0 4  

UO- 
0 2  - 

0 1

Q 0 '------------------- '-------------------'------------------  I
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F ig . 5. -  M e m b e rs h ip  v a lu e s  o f  th e  V E R S IC O L O R  c la s s  In  
th e  c a s e  o f  th e  n o r m a l iz e d  E u c l id e a n  d is ta n c e

V alues o f  the  linear index  o f  fuzziness, the quadratic 
index and the density  o f  fuzzy  c lusters are presented  in 
T able 5.

T a b le  5. R e s u lts  o f  th e  e v a lu a t io n  o f  fu zzy  c lu s te rs  In th e  
ca se  o f  th e  n o r m a l iz e d  E u c l id e a n  d is ta n c e

Numbers 
of classes

The value of
the linear 
Index of 
fuzziness

the quadratic 
Index of 
fuzziness

the density 
of fuzzy 
cluster

I 0.09497 0.10955 0.95251
2 0.21005 0.22987 0.89497
3 0.22848 0.24782 0.88576

In  the  case  o f  the  n o rm alized  E uclidean  distance the 
a llo tm ent R*(X')  w h ich  co rresponds to  the result, w as 

ob ta ined  fo r the  to le rance  th resho ld  a  -  0 .9642 . Six 
m istakes o f  classification  w ere  received. T he object X95

is the  typ ical po in t r '  o f  the  fuzzy cluster w hich 
co rresponds to  the  first class. T he ob ject x 98 is the typical

po in t T 2 o f  the fuzzy c lu s te r w hich  corresponds to the 

second  c lass and th e  ob ject x 73 is the  typical po in t r 3 o f  
th e  fuzzy  c lu s te r w hich  co rresponds to  the third class. 
V alues o f  the m em bersh ip  function  o f  typical points o f  
fuzzy  c lusters a re  equal one. T he ob ject assignm ents 
resu lting  in  the case o f  the n o rm alized  Euclidean distance
(21) fo r the A n d erso n ’s Iris d a ta  preprocessing  are 
p resen ted  in  T able 6. M isclassified  objects are 
d istingu ished  in T ab le  6.

T a b le  6 . T h e  o b je c ts  a s s ig n m e n t  in  th e  ca se  o f  th e  s q u a re d  
n o r m a l iz e d  E u c l id e a n  d is ta n c e

Class Numbers of objects
Number Name

I SE TO SA

I, 6, 10, 18, 26, 31, 36, 37, 
40, 42, 44, 47, 50, 51, 53, 
54, 55, 58, 59, 60, 63, 64, 
67, 68, 71, 72, 78, 79, 87, 
88, 91, 95, 96, 100, 101,

M em bersh ip  values o f  th e  V irg in ica  c lass are  p resen ted  in 
F ig. 6.
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Fig . 9.106, 107, 112, 115, 124, 
125, 134, 135, 136, 138, 
139, 143, 144, 145, 149

V E R S IC O L O R

3, 5, 8, 11, 12, 14, 19, 22, 
25, 28 , 29, 30 , 33 , 38, 43, 
48 , 56, 61 , 65, 66, 69, 70, 
76, 84, 85, 86, 90 , 92, 93, 
94, 97, 98, 99 , 103, 105,
109, 113, 114, 116, 117,
118, 119, 120, 121, 128,
129, 130, 133, 140, 141,
142, 150___________________

V IR G IN IC A

2 ,4 ,  7 , 9, 13, 15, 16, 17, 20, 
21, 23 , 24 , 27 , 32, 34, 35, 
39, 41 , 45 , 46 , 49 , 52, 57, 
62 , 73, 74, 75, 77, 80, 81, 
82, 83, 89, 102, 104, 108, 
H O , 111, 122, 123, 126, 
127, 131, 132, 137, 146, 
147, 148____________________

M em bership values o f  th e  Setosa  c lass a re  presen ted  in 
Fig. 7.
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F ig . 7. -  M e m b e rs h ip  v a lu e s  o f  th e  S E T O S A  c la s s  in  th e  ca se  
o f  th e  s q u a r e d  n o r m a l iz e d  E u c l id e a n  d is ta n c e

M em bership values o f  the  V ersico lo r class a re  presen ted  
in Fig. 8.
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F ig . 8. -  M e m b e rs h ip  v a lu e s  o f  th e  VrE R S lC O L O R  c la s s  in  
th e  ca se  o f  th e  s q u a r e d  n o rm a liz e d  E u c l id e a n  d is ta n c e

M em bership  values o f  th e  V irg in ica  class a re  p resen ted  in

1.0

09
OS
0 . 7

ОБ

0 . 5

0 4

0 3

0 2

0.1

F ig . 9. -  M e m b e rs h ip  v a lu e s  o f  th e  V IR G IN IC A  c lass  in  th e  
ca se  o f  th e  s q u a r e d  n o r m a l iz e d  E u c l id e a n  d is ta n c e

V alues o f  th e  lin ear index  o f  fuzziness, the  quadratic  
index and th e  density  o f  fuzzy  c lusters in  the  case  o f  the 
squared n o rm alized  E u clid ean  d is tance fo r the data 
p rep rocessing  are p resen ted  in  T ab le  7.

T a b le  7. R e s u lts  o f  th e  e v a lu a t io n  o f  fu zzy  c lu s te r s  In  th e  
c a s e  o f  th e  s q u a r e d  n o r m a l iz e d  E u c l id e a n  d is ta n c e

N u m b e rs  
o f  c lasses

T h e  v a lu e  o f
th e  L inear 
in d e x  o f  
fuzz in ess

th e  q u a d ra t ic  
in d ex  o f  

fu zz in ess

th e  d en sity  
o f  fuzzy 
c lu s te r

I 0 .00600 0 .00929 0.99700
2 0.02641 0.03265 0.98679
3 0.02942 0.03451 0.98529

I f  th e  linear index  o f  fuzz in ess  an d  the quadratic  index o f  
fuzziness a re  sm all fo r so m e  fiizzy  cluster, then  a  shape o f  
the  pattern  o f  th e  fu zzy  c lu s te r is crisp . F rom  o ther hand, 
i f  the  density  o f  fuzzy  c lu s te r is h igh  fo r som e fuzzy 
cluster, th en  m em b ersh ip  va lu es o f  elem ents o f  fuzzy  
c luste r a re  h igh  also. So, fu zzy  c lusters o f  the a llo tm ent 
R*{X)  w h ich  rece ived  in  th e  case  o f  the squared  

norm alized  E uclid ean  d is tan ce  using  in  data 
preprocessing  are  m o s t co m p ac t and  w ell-separated  fuzzy 
clusters. N o tab le , th a t the  sq u ared  n o rm alized  E uclidean 
distance is n o t m etric  [3].

V. CONCLUSIONS
The results o f  the a llo tm en t m ethod  o f  fuzzy  c lustering  
app lication  can  be v e ry  w ell in terpre ted . T he a llo tm ent 
m ethod o f  fuzzy  c lu s te rin g  is very  sim ple from  the 
heuristic p o in t o f  v iew . M o reo v er, th e  ob jective function- 
based  fuzzy  c lu s te rin g  algo rithm s are sensitive to  
in itialization . V ery  o ften , th e  algorithm s are in itialized  
random ly m ultip le  tim es , in  th e  hope tha t one o f  the 
in itializations leads to  goo d  c luste ring  results . F rom  o ther 
hand, the  A F C -algo rithm  clu s te rin g  resu lts  are stable.

The resu lts o f  app lica tion  o f  the A FC -algorithm  to 
A nderson’s Iris d a ta  show  th a t the  allo tm ent m ethod o f  
fuzzy  c luste ring  is a  p rec ise  an d  effective  num erical
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procedure for solving classification problems. Moreover, 
the linear index of fuzziness, the quadratic index of 
fuzziness and the density of fuzzy clusters are effectual 
tools for the inspection of results of the AFC-method 
application to solving of fuzzy clustering problems.
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