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I. Introduction

The rapid development of information technology
with each passing year increases the importance of
obtaining prompt and high-quality information both
for solving simple daily tasks (for example, related to
the choice of a product or service, receiving region
and world news) and for business analysis and making
management decisions. The use for this purpose a
global data network - the Internet, as well as a variety
of related services and applying artificial intelligence
technology applications has become an integral part of
everyday life. Services and applications are turning from
consumers to data generators insensibly and increasingly.

II. Natural language generation and text generation
technologies

“Imperva Bad Bot Report 20217 — a research of
“Imperva”, cybersecurity leader, whose mission is to
protect data and all paths to it, suggests the growing scale
and widespread impact of bots in daily life. It divide such
applications in two groups:

1) Bad bots — interact with applications in the same
way a legitimate user would, making them harder to
detect and prevent. They enable high-speed abuse,
misuse, and attacks on websites, mobile apps, and
APIs. They allow bot operators, attackers, unsavory
competitors, and fraudsters to perform a wide array
of malicious activities. Such activities include web
scraping, competitive data mining, personal and

financial data harvesting, brute-force login, digital

ad fraud, spam, transaction fraud, and more. [1]

2) Good bots — support the various business and oper-
ational goals of their owners—from personal users
to large multinationals and can be categorized by
the following four groups (“Fig. 17):

o Feed fetcher — Bots that ferry website content
to mobile and web applications, which they then
display to users.

« Search engine bots — Bots that collect information
for search engine algorithms, which is then used
to make ranking decisions.

o Commercial crawlers — Spiders used for autho-
rized data extractions, usually on behalf of digital
marketing tools.

e Monitoring bots — Bots that monitor website
availability and the proper functioning of various
online features.
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Figure 1. The four groups of good bots.

Imperva Research Labs saw the highest percentage of
bad bot traffic (25.6%) since the inception of the report
in 2014, while traffic from humans fell by 5.7%. More
than 40% of all web traffic requests originated from a
bot last year.

It is worth to note that activity of the "smart" appli-
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cations also reveals in the creation of natural language
data: vivid examples are dialogue systems and services
that provide interaction with the user, as well as systems
for automatic content creation.

Robot journalism is an actively developing area of
research refers to the generation of news stories by
algorithms based on data without human-journalistic
intervention and these news stories are then published
automatically on news websites. It relies on natural
language generation (NLG) technology, which is a sub-
field of artificial intelligence. The main objective of
NLG technology is to design text generation systems
that create readable explanatory stories based on data.
Defining the grammatical and syntax rules of a language
within an NLG system allows the automatic creation of
various documents, reports, explanations, and summaries
by the algorithms on the basis of the input data [2]. Cur-
rently, NLG systems help news media organizations to
generate news stories and, in this context, the emergence
of robot journalism is a result of the convergence of
NLG technology and the news media sector. Narrative
Science, Automated Insights, Yseop, and Arria are some
of the large technology firms that are progressing NLG
technology [3] and providing robot journalism services
to news media organizations such as Associated Press,
Forbes, and Yahoo. [4]

Another natural language processing technology re-
lated to tasks where the target is a single or several
sentences or even the set of words — text generation.
It also finds its applications in developing of question
answering, dialog, machine translation and information
retrieval systems. In the context of the last one, the
results of solving these problems used for search-engine
optimization to increase the rate of a web-resource in the
search-engine output, as well as speedup and simplify the
process of web-resource developing.

In today’s digitalized world, search engines have be-
come one of the most powerful tools on the Internet and
an essential part of our daily live. By consolidating and
organizing the wealth of information available online,
search engines like Google [5], Yahoo [6] or Bing [7]
help billions of online users find the content they need
at a rapid pace. In 2019, almost 30 percent of global web
traffic was generated via online search usage, showing the
vital role these platforms play in directing and navigating
user flows to different websites. For example, according
to [8] the global marketing share percentage, in terms of
the use of search engines heavily favours Google, with
over 92% (“Fig. 27).

It is interesting to note that Google’s large market
share is still on the increase. In April 2017 the market
share for Google was 77.43%.[9]

The analysis of search queries has revealed a stable
downward trend of the number of keywords usage. One
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Figure 2. The global marketing share of search engines.

of the examples is the average number of typed search
terms during online search in the United States as of
January 2016. During that month, 20.14 percent of
all U.S. online search queries contained tree keywords
(“Fig. 3”) and the situation changes heavily. As of
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Figure 3. Average number of search terms for online search queries
in the United States as of January 2016.

January 2020, 40 percent of all U.S. online search
queries contained two keywords. Three word search
terms accounted for 22.74 percent of searches. Queries
up to three words accounted for over 80 percent of
online searches in the United States. [10] As search
engines rank search results in order of relevancy,
meaning that the most valuable links for users’ queries
are displayed prominently on the results page, high
rankings have become one of the top digital priorities
for companies worldwide. [11] That is why tools like
UberSuggest’s [12] or SemRush [13] are quite popular
among web-masters and usually used for analysis of the
web traffic, user queries statistics etc. Some of those
routine but important functions: candidate words and
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word sequences for semantic core generationﬂ as well as
the scratch of the future web-pages content suggestion
can be automated in the context of the automatic text
and automatic language generation tasks.

III. Practical application of the deep learning approach
in the context of information retrieval

In regard to methods suitable to solve those tasks,
along with summarization-based approaches such as ex-
tractive summarization [15], fractal summarization that
is used to generate a brief skeleton of summary at the
first stage, and the details of the summary on different
levels of the document are generated on demands of users
[16], linguistic and semantic analysis [17], the analysis
revealed the machine learning methods can be used. It
is worth to mention that methods of supervised learning
are not effective enough due to the next limitations: they
need large amount of annotated data for learning a proper
task, which is often not easy available, and they fail to
generalize for tasks other than they have been trained
for. With the development of neural networks and deep
learning approaches, models of vector representations
of words [18], recurrent neural networks, Long-Short-
Term-Memory (LSTM) or Gated Recurrent Unit (GRU)
architectures and their variations and combinations [19-
21] began to be used most often.

Taking into account typical length of the search query
the choice of LSTM as the model for generation passages
up to fourteen words length (that is a bit less than an
average sentence length, for example for the well-known
LOB Corpus [22] it is about nineteen words) imple-
mented with the help of Tensorflow source-platform [23]
and Keras framework [24] (main parameters are: Relu,
SoftMax activation functions, Adam optimizer) seems
obvious. The dataset of about 200 thousand words length
was created on the basis of a well-known MEDIQA-QA
dataset for answer-ranking [25], encouraging research in
medical question answering systems, and consisting of
consumer health questions and passages selected from
reliable online sources, as well as 120 thousand words
length text corpus referred to IT-domain was collected
from Wikipedia. Standard procedures of preprocessing
related to cleaning, tokenization, and splitting into train-
ing and test data were performed.

Recurrent models typically factor computation along
the symbol positions of the input and output sequences.
Aligning the positions to steps in computation time, they
generate a sequence of hidden states h¢, as a function of
the previous hidden state hy_; and the input for position
t. This inherently sequential nature precludes paralleliza-
tion within training examples, which becomes critical

IThe semantic core is a list of all words on the project’s topic, which
serves as a basis for creating a common structure and individual pages
of the site. An appropriate compilation of the semantic core will help
the site to get into the top search engine results. [14]

at longer sequence lengths, as memory constraints limit
batching across examples. The appearance of Generative
Pre-trained Transformer (GPT) models by OpenAl gave
ability to overcome limitations. The first one — GPT has
the architecture which facilitated transfer learning and
can perform various natural language processing tasks
with very little fine-tuning. It also showed the power of
generative-pre-training and opened up avenues for other
models, which could unleash this potential better with
lager datasets and more parameters. The second one —
GPT-2 is a large transformer-based language model with
1.5 billion parameters, trained on a dataset of 8 million
web pages. GPT-2 is trained with a simple objective: pre-
dict the next word, given all of the previous words within
some text. The diversity of the dataset causes this simple
goal to contain naturally occurring demonstrations of
many tasks across diverse domains. GPT-2 is a direct
scale-up of GPT, with more than 10X the parameters
and trained on more than 10X the amount of data. [26]
GPT-2 124M was fine tuned and used to generate the text
passages up to the same length as the previous models
as well as much more longer to create the web-page
content template suitable for manual or semi-automatic
postprocessing according to the objectives of the web-
resource.

The examples of results are represented below ("Fig.
4"). The achieved text sequences can be further processed
with the set of filters or stages that can be organized in
a pipeline to identify named entities, syntagmata, taxa-
nomic categories with the help of functionality provided
by available standalone natural language and statistic
processing libraries or linguistic processors. For example,
at the first stage — the extraction of named entities —
the names of programming languages were achieved:
“Haskell”, “C”, “C++”, “Python” from a text fragment
“languages like Haskell, C and C++, with a Python”, as
well as, the names of the operating systems “Windows”,
“Linux”, “macOS” — achieved from the input sequences
“include Microsoft Windows, macOS” and “desktop op-
erating system for Unix-like systems like Windows and
Linux”. In particular, for identifying synonymy relations
the multilingual lexical database MModWN can be used,
due to the ability to take in consideration lexical units
membership of the most informative lexico-grammatical,
syntactical and semantic classes and achieve proper syn-
onymic sets in different languages [9] or hybrid knowl-
edge bases of ostis-systems and models for representing
various types of knowledge within the framework of such
a knowledge base. [27] The last one option might be
useful if it is important to ensure possibility to use within
the ostis-systems of various types of knowledge.

In regard to the web-page content template of the
web-page, its structure depends on the type of the
web-resource (a homepage, a magazine website, an e-
commerce website, a landing page etc.) and can be
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Model Input text Qutput passage
asthma attack requires the first round of therapy
Rasagiine s used o freat anxiety disorders and other
maternal illnesses to diagnose a heart
LSTM | asthma attack requires more medicine to control your symptoms
. | blood pressure high blood cholestercl is
Pulmenary hypertension 1s high | lpid and a narrow i
) T made of polycarbonate and can be useful
s desnars | fo retain the data
the first standalone LCDs in the early 1970s, and follow such
appearad | systems
ermimeles of opsrating syatems include Microsoft Windows, macQS
GPT-2 | high-level programming J;;%Lcl’:ges like Haskell, C and C++, with a
el dsescai s store data that can be fransferred to, or
read from
desklop operating system for Unix-like
macQS isthe systems like Windows and Linux

Figure 4. The examples of text passages achieved via LSTM and GPT-2
language models.

organized in unit-structure style, where the content for
every item generates separately taking into account the
sub-topic and related dataset, which is used to fine tune
or prepare the language model discussed above.

IV. Conclusion

The analysis of the machine learning methods to solve
the problem of automatic natural language generation as
well as automatic text generation problems have been
surveyed. A practical application of the deep learning
approach in the context of information retrieval based on
the usage of LSTM and GPT-2 language models has been
performed. Proposed solution is language independent
and can be reinforced with functionality of the natu-
ral language analysis provided by linguistic processor
or standalone natural language and statistic processing
libraries together with multilingual lexical databases or
hybrid knowledge bases of ostis-systems.
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IToaxoa HA OCHOBe IJIyOOKOro 0OydYeHHsI B
KOHTEKCTe MH(POPMAIHOHHOIO MOUCKA JIJIsI
peleHHus 3a/1a4 KaK aBTOMAaTHYECKOro
CHHTE3a eCTEeCTBEHHOro fI3bIKA TaK H

ABTOMATHYECKOro CMHTe3a TEKCTa
Kpanusun 10.5.

B craTbe npejcTaBieHo pellieHre NpakTUIecKoro mpu-
MEHEHHsI TMOJIX0Ja MIYOOKOro OOydYeHHsi B KOHTEKCTe
MOWCKA MH(OPMAIKA Ha OCHOBE WCIIOJIb30BAHUS SI3BIKO-
BbIx Mozeneir LSTM u GPT-2 g pewenus 3apau Kak
aBTOMATHYECKOIO CHHTE3a €CTECTBEHHOIO SI3bIKa, TaK M
aBTOMATUYECKOTO CUHTE3a TEKCTa.

KioueBbie cioBa: €CTECTBEHHBIN s3bIK, WH(MOpMAlIU-
OHHBIIl ITOMCK, aBTOMATHUYECKUil CHHTE3 €CTECTBEHHOIO
SI3bIKA, ABTOMATHUYECKUI CUHTE3 TEKCTa, MAIIMHHOE 00Y-
YeHUe.
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