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This paper uses publicly available data on the prediction process of Covid-19 

transmission in the world to attempt to predict the time series using the SPSS expo-
nential Holt model and the Python ARIMA model. model model to predict the epi-
demic development trend and key nodes, quantitative analysis of the scale of the epi-
demic, scientific and reliable interval estimation of the original base and effective 
transmission rate of the epidemic and comparative analysis of different algorithms, 
providing an effective basis and guide for analysis, command and decision making in 
the prevention and control of the epidemic. 

 
Predicting data at a range of points in time is a common activity in real life, and 

research fields such as agriculture, business, climate, military and medicine all con-
tain large amounts of time series data. Time series forecasting refers to making pre-
dictions about the likely future values of a series based on the historical data of the 
series, as well as other relevant series that may have an impact on the outcome. There 
are many real-life time series forecasting problems, including voice analysis, noise 
cancellation and analysis of stock and futures markets, where the essence is to derive 
the value of the time series at T + 1 based on observations at the previous T moments. 
For time series prediction, we can use the traditional ARIMA model, or we can use 
the Holt model or other models based on time series. Nowadays, machine learning 
methods such as deep learning can also be used for time series prediction. We are go-
ing to introduce how to implement the covide-19 prediction of time series based on 
two different models. 

In this paper, two types of time-series data software were used for fitting: 
– Holt Model (SPSS); 
– ARIMA Model (Python3.7). 

There were 187,801 training samples prepared, and the sample data was split into 
a training set and a test set with 67 test indicators. The actual training data is in 3 col-
umns (841 items filtered according to the test specified mediation and 822 items fil-
tered for missing values): 
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Date: Time span 1 February 2020 - 19 May 2022; 
Cases: Number of new diagnoses; 
Cases_smoothed: number of new confirmed cases (7-day average). 
 
ARIMA model 
ARIMA model (full name: Autoregressive Integrated Moving Average model), 

also known as an Autoregressive Integrated Moving Average model, is one of the 
time series forecasting analysis methods. 

 
widehat{y_t} = mu + phi_1*y_{t-1} + ... + phi_p*y_{t-p} + + heta_1*e_{t-1} + 

... + heta_q*e_{t-q}  
 
where phi denotes the coefficient of AR  

heta denotes the coefficient of MA 
p - represents the number of lags of the time series data itself used in the predic-

tion model, also known as the AR/Auto-Regressive term 
d - represents the number of orders of differencing required for the time-series da-

ta to be stable, also known as the Integrated term. 
q - represents the number of lags of the prediction error used in the prediction 

model (lags), also called the MA/Moving Average term. 
The Holt model is simple, reliable and easy to use and is a type of exponential 

smoothing model. It is particularly suitable for data that varies continuously over time 
and often tends to be used as a general model for trend series 

 
St=αXt+(1-α)(St-1+Tt-1), (1) 
Tt=γ(St-St-1)+(1-γ)Tt-1, (2) 
Xt′ (m) = St + mTt.  (3) 

 
Packages to be loaded (Python environment): 
import pandas as pd 

from pandas import datetime 

from pandas import read_csv 

from pandas import DataFrame 

from statsmodels.tsa.arima.model import ARIMA 

from pmdarima import auto_arima 

from matplotlib import pyplot 

import numpy as np 

import warnings 

from sklearn.preprocessing import MinMaxScaler 

from pandas import read_csv 

from pandas import datetime 

from matplotlib import pyplot 

from statsmodels.tsa.arima.model import ARIMA 

from sklearn.metrics import mean_squared_error 

import warnings 

from statsmodels.tools.sm_exceptions import Conver-

genceWarning 
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warnings.simplefilter('ignore', ConvergenceWarning) 

from math import sqrt 

from sklearn import metrics 

 
1) Define the function that transforms a time series prediction problem into a super-

vised learning problem. The essence of time series forecasting is essentially the ex-
trapolation of the value of the time series at time T + 1 from the observations at the 
previous T moments. 

def series_to_supervised(in_data, tar_data, n_in=1, 

dropnan=True, target_dep=False): 

    n_vars = in_data.shape[1] 

    cols, names = list(), list() 

    if target_dep: 

        i_start = 1 

    else: 

        i_start = 0 

    for i in range(i_start, n_in + 1): 

        cols.append(in_data.shift(i)) 

        names += [('%s(t-%d)' % (in_data.columns[j], 

i)) for j in range(n_vars)] 

    if target_dep: 

        for i in range(n_in, -1, -1): 

            cols.append(tar_data.shift(i)) 

            names += [('%s(t-%d)' % (tar_data.name, 

i))] 

    else: 

        # put it all together 

        cols.append(tar_data) 

        names.append(tar_data.name) 

    agg = pd.concat(cols, axis=1) 

    agg.columns = names 

    # drop rows with NaN values 

    if dropnan: 

        agg.dropna(inplace=True) 

return agg 

 
2) Define functions for preparing data. 
- Create a dataset:  
 
dataset=series_to_supervised(pd.DataFrame(y_dataset), 

y_dataset, 14) 

 
- Slice and dice the training and test data: 
 
X_train, X_test, y_train, y_test = 

train_test_split(scaled_x, scaled_y, test_size=0.29, 

shuffle=False) 
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3) Define the fitted ARIMA model and plot the residual error. 
 
auto_arima_model = auto_arima(y_train,trace=True, supress_warnings=True) 
arima_model_202 = ARIMA(y_train, order=(3,1,3)).fit() 

 
Figure 1 - ARIMA Data Fitting Results 

 
Figure 2 - ARIMA Predicted Results 

 
4) Defining functions to visualise predictions. 
 

 
Figure 3 - ARIMA Indicator of Prediction 
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df_2 = pd.DataFrame({'Actual test': y_test, 'ARIMA': 

predictions,}) 

df_2.index = dataset.index[len(dataset)-len(res_test):] 

df_2.plot() 

 
Figure 4 – ARIMA  Indicator of RMSE 

 

 
Figure 5 – ARIMA Prediction 

 
The ARIMA model gives a result of 0.987 for R-Square, 0.0099 for MAE (Mean 

Absolute Error), 0.00046 for MSE (Mean Squared Error) and 0.021 for RMSE (Root 
Mean Squard Error). 
 

Holt Model  
1) Analysis of the original sequence diagram.  
The graph shows that as the new cases are serially smooth and there are seasonal 

fluctuations. 
 

 
Figure 6 – Spss Diagram of sequence 

2) Creating a model for fitting. 
Forecasting the T+30 time of the Indian epidemic using the exponential Holt 

model. 
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Figure 7 – Holt Model Fitting Results 

 
3)Forecast data 

 
Figure 8 – Holt Model Prediction 

 
The R-squared in the graph is 0.99 (close to ‘1’, good fit) and the RMSE  is 

8013,992.  
 

 
Figure 9 – Comparing Results 

 

Conclusions 
Both of the above approaches were able to make and fit the time-series data for 

the new coronary pneumonia well, and a comparison of the two results between the 
R-squared and RMSE clearly shows that the ARIMA model fits relatively well and 
that the predicted data deviates less from the true data. 
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