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UMIo ANA ynpotieHus 0GpaLieHus K TEKCTY Npu BbINONHEHUA A3LIKOBLIX W/ WK pevesbix y4e6-
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UNITL ARTIFICIAL INTELLIGENCE

What Exactly Is ArtlflClal lntelligence? -

Although most attempts to define complex and w1dely used terms end in futllity. lt is useful
to draw at least an approximate boundary around the concept to provide a pers ective on the
course. To do this we take the by no'means_universally accepted Definition: Artificial Intelli-
gence (Al). is the study of how to make computers do things which, at the moment, people do
better. This definition is somewhat vague due to its reference to the current state of computer
science. The ability to solve problems of one sort or another is widely used as a measure of
‘intelligence in many different contexts, It is rather obvious that intelligent machines are unlikely

"to serve any practical purpose unless they are capable of coping with some of the myriad of
simple (or not-so-simple) problems which pecple overcome as a matter of routine. Problems
ccome in a bewildering variety of shapes and sizes: There are problems which can'be solved
with patience and perseverance, and others which require flair and intuition. There are formal,
abstract problems, like those involved in game playing, the solution of which.may be of littie
more than-academic interest. There are many problems that are practical and urgent, matters
of life and death even. Some problerrkwrneld to elementary common sense; others can only be
solved with the help of obscure knowledge. There are several reasons one mlght want to
model human performance at these sorts of tasks: =« = - L
To test psycholagical theories of human performance.: :
To enable computers to understanq human reasoning. -
* To enable people to understand computer reasoning. -
To epr0|t what knowtedge we can glean from people .

' ‘ Intelhgence .

Itis dtffcult to discuss the workmgs of even relatlvely snmpte maehmes such as washmg
machines or sewing machines, unless we understand the functions they were designed to per-
i form. Since artificial mtelhgenoe is concemed with perhaps the fnost complex kind of machines
~ we can imagine, “intelligent machines”, perhaps we should try to detine M\at we expect such ‘
- machines to do. Obviously, we expect them to be intelligent.

- What do we mean by infelligence? The d|cttonary gives the followmg deﬁmtton lntell:gence
. The faculty of understanding.

. Understanding: To comprehend somethmg. o o reoogmze its significance. This is a con-
ft that seems clear enough. When we apply it su wh ectively, it seems to comespond reason-,
~ able accurately to our own individual expenence of whatitis fike to be intelligent or to use our
© intelligence. Unfortunately, it begins to fall apart when we hy to apply it objectively, to consider
- intelligence as a faculty which might be shared by other entities; whether living or mechanical.
' The main problem is that we know what it feels like fo understand something, and are gen-
* erally willing to credit other. people / things with sensations similar o our.own. Take a simple
. .example, a familiar. piece of machinery, the, thermostat in a central heating system. it does not
- just recognize when the temperature falls below or rises above a certain level; it responds by
© taking the appropriate action. In a single very limited respect it seems to possess understand-
. ing and to demonstrate-this-in the clearest possible. fashion: by-behaving mtelttgentty i the
. thermostat is intefligent, we devalue the word {o the point where it becomes meaningless: -

General intelligence has tumed out to be a concept of dubious value when-applied in prao‘
tice, and the whole question of using IQ tests to'measure people's worth or suitability for'a job
has become extremely controversial. So should we break intefligence down into separate fac-
ulties such as perception, reason-and eneahvnty? If S0, what is the dlfference between intella-
gence and knowledge?
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One of the few hard and fast results to come out of the first three decades of Al research is
that intelligence requires knowledge. To compensate for its one overpowering asset, indispen-
sd)ility kvmdedgepossessessanel&csd&uwlepmpemes nduding

tov. Itis volumous.. :

o ~ltishard to charactenze ancurauy

-e. ltis constantly changing : S , .

e ltdlﬁefstromdatabybemg anized. e
merearemanydﬂerentwaysofwegonmghnwledgetyp& one of the main distinctions
t:ﬂnedcffet:;n“q': betweenmduoedkmvdedgeanddedwed knowledge Thlsnsbestexpldned
by means following example.
' Conslderawmnmplaoeskilm mostdﬂdren mastefbet\seen theagesofﬁveandten-
wtchmg a ball. At the age of five a child may have difficulty in catching a beach ball gently
tossed at-a few yards; yet a few years later he/she will probably be able to caich a tennis ball
lobbed high in the air from twenty yards away. Human beings are not capable of mastenng the
technique for calculating.ballistic trajectories at such an impressively early age. The child's un-
derstanding has been gained by induction. It is as a result of walching the trajectories of many
balls and trymgtomtchthemthatmechuldhasbwnmabteofpredlchngthetrajectoryofme
m::bdlhd;rmsysmmmbw&m hand, ldlely f mep:o;ectievelocuy
compul on the other hand, woul onmo:mauonon
and trajectory to calculate the future location of a projectile using Newton’s laws. This would be
dependant on a rigorous and mathematically explicit set-formula programmed into the com-
puter. The program enables the oomputer fo deduoe the ﬁight path of a pm]ectﬂe by teference
to the set of formal mathematical rules. - - -
- Few people would dispute the proposmon that mlculatmg a ballustnc trajectory mathemah-
cally requires mare intelligence than being able to catch a ball. So there is an important disfinc-
tion to be made between knowledge and intelligence. It should also be clear that-a machine
may store knowledge without neoessanly possessmg mtelligenoe, an mtelkgent machine which
had no knowledge is impossibility. .

The question of how, to what extent, and in what sense can a machme be mbued wuth

knowledge is thus fundamental toall aspects of artlﬁclal tnteltgenee C

I-lustory

““In the early 1900's, Torres y Quevedo, a" Spanish-inventor, built a machlne that could
checkmate its opponent with a'rook and a king against a king. Systematic work began only af-
ter the invention of the digital computer. The 1st scientific article on'Al was published by Alan
Turing'in-1950," and the st full time research group was started in 1954- at Camegie Mellon
UmversltybyAlbnNeweIdeerbertSamon But the-field of Al as a coherent area of re-
search is roughly about 40 years old. It all started in the 1956 Dartmouth conference where ten
young researchers had the same dream of using a computer to model the ways humans think.
Their_hypothesis was  that-mechanisms of human thought could be precisely modeled and
slmulatedona(ﬁgntalcmmum ‘This is what the whole foundation of Al is based on. .

--Within a few.years Al seemed to take off: Checkers, transtations from sentences to code
into human understandable words, and identification of pattems were created. On the down-
side arguments arose, Peoplemresmematechnologymddfail and that getting computers
to “think".was impossible. They confused the early difficulties and the fundamen-
talllmltsoftedmology :In. the words of Scolly, *I:cant do-it, Captain. Ijustdon'thaveme
g‘ower lts?g%@mwwd?Mm&b;mmMIMMMndmd

e eal (3 failures and new technology many. moesmsuenceslustoty
Eachfgl)l'umaddedmoremfounaoontobthon
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.- What Are the Branches of Artificial Intelligence?.

Here s a list, but some of the branches are surely missing, because no one has identlﬁed
them y?_t Son]tja4 ;)f these may be regarded as concepts or topm rather than full branches.
te  Logica o
S Whata mgramknomabommemddngmerdmefadsdmespeaﬁcwwmmmnmust
~act, and Itsgoalsareallrepresentedbysenhnoes some mathematical logical language. Thepro-
; gmmdegde;hmawdobytnfwmmmmsaemnatebrm rtsgods
17 Al programs often examine large numbers of possibilities, e.g..moves in a chess game or
¢ inferences by a theorem proving program. Drscoveries are oontinualiy made about how to do
 this more efficiently in various domalns . B,

“v..e  Pattem recognition . )

i %enaprogrammakesobservabonsofsomkind itlsottenprograrmtedtooompaematrt

f-fseesmthapattem For example, a vision program may try o match a pattern of eyes and anose in
“‘ascene in order fo find a face; More complex pattems, e.g. in a natural language text, in a chess po-
. sition, ‘or in the history of some event are also studied. These more complex pattems requlre qme
dtfferent methods than do the sunple pattems thiat have been studied the most.

' -Representation " .

Facts about the world have to be represented in some way Usually Ianguages of mathe-
matlcalllo icareused. . . , -

Goe ronce

%, Some facts can be inferred from others. Mathematical loglcd deduction is adequae for some

rposes. but new methods of non-monatoriic inference have beendevelopedsmethe 19703.

Coimmon sefise knowledge and reasoning ..

Thrs is the area in which Al' efa&edhnhmm%nspieofﬂtetactthatithasbeenmao-
‘five research area since the.1950s, While thére has been considerable progress, €.9. in developng
; systems of non-monotonic reasoning and theones of action, yet more newideas are needed. ..

.+ Leaming from éxpérience | :
.. Programs do that. The approacbes fo Al based on oonneetionism and neural nets mcual
’.,in that. There is also leaming of laws expressed in logic, Programs can only leam what facts or
- behaviour their formalisms can répresent, and, unfortunately. teamtng systems are atmom all
~based t}g very limited abilities fo' represent rnformation : P L
" .« Planning :

. Planning programs start vith general facts about the. world (especrally facts about the ef-
;fects of actions), facts about the particular situation and a statement of a goal. Then they gen-
“erate a strategy for. achievmg the goal In the most common cases, the strategy ls just a-se-
 quence of actions. . L _ : A o '

S e Eprstemo!ogy

~ Thisi (1;; ? zlsotgdy of the kmds of knowledge that are requ:red for solvrng probtems in the

. . Ontology A
Ontology is the study of the klnds of thlngs hat exist. In Al the programs and sentences

deal with various kinds of objects, and we study what these kinds are and what thetr basic

properties are; Emphasis on ontology begins in the 1990s. . e IR

«  Heuristics

Heuristics is a way of trying to dtscover something or an idea rmbedded ind program The

term is used variously in Al Heuristic functions are used in some approaches to_search the
measire how far a noda in a search tree seems to be from a goal, Heuristics predicates that to
compare two nodes in'a search tree. to see if one is better than the other, i.e. constitutes ‘an
advance towards the goal, may be more useful

7



. What Are the Applrcatrons of Artitlclal tntelltgence?

Game playrng

You can buy machrnes that can play master Ievel chess for a few hundred dolfars. There is
some Al in them, but they play well against people mainly through brute for computation - look-
ing at huridreds of thousands of pasitions. To beat a world champion by brute and known reli-
'able heuristics force requrres bemg able to Iook at 200 mrlhon posi tions per second '

Speech recognition” @

In the 1990s computer speech reccgmtron reached a practlcal level for lrmrted purposee
While it Is possible to instruct some computers using speech most users have gone back to
‘the keyboard and the mouse as still more convenient. - _

«  Understanding nafural language

Just getting a sequence of words into a computer is not enough. Parstng sentences is not
enaugh either. The computer has to be provided with an understanding of the domain the text
is about, ‘and g;s is presently possrble only forvery limited domatns

rvision
: Thewortd rscomposedofthreedmensmdoﬂeds butthetnputstothehumaneyeand
computer TV cameras are two-dimensional. Some useful programs can work solely in two di-
mensions, but full computer vision requires partial three-dimensional information that is not just
asetofModrmensrmdwevreMprmﬂﬂwmaeoﬂyﬁrMedwaysotrepreeamngmme
J drrnensronat ,t;r;o}rsrtnatron directly, and they are not as good as what humans evrdently use.
Expert systems

A'knoMedgeengmea’mtemewsemertsmaoertandanaha\dmestoembodym
knowledge in-a computer program for carying out some task. How well this works depends on
~‘whether the intellectual mechanisms required for the task are within the present state of AL

When this tumed out not to be so, there were many, disappomtmg results. One of the first ex-
pert-systems was'MYCIN in 1974, which diagnosed bacterial infections of the blood and sug-
gested. treatments. It did better than medical students or practicing doclors, provided its imita-
tions were observed. Namely, its ontology included bacteria, symptoms, and treatments .and
‘did not include patients, doctors;’ hosprtals. death, recovery ‘and eevents occurring in, time. Its
- interactions’ depended on a single patient being consrdered Srnce the experts- consulted by
the knowledge engineers knew about patients, doctors, death, recover, etc., it is clear that the
knowledge engineers forced what the experts told them'into'a predetermrned framework. At
the present state of Al this has to be true. The usefulness of current expert systems depends
on therr users having'common sense o j‘ N T
"+ o Heurlstic classification - o P
‘ One of the most feasible kmds of expert syetem grven the present knowledge of Al is to put
some informetion in one of a fixed set of categories using several sources of information. An
example I8 advising whether to accept a proposed credit card purchase or not.Information
about the owner of the credit card, his record of payment and also about the item he is buying
-and about the establishment frcm which he Is buying it (.g., about whether there have been
: ‘prer/ous credrt card frauds at thls establrshment) is availabte S ‘

: What Are the Current Approachec of Artif'ctal tntelligence? :
- A Knowledge Theory '

To be intefligent requires knctMedge and reascning skﬂls Inteltrgent behaviour nmphes the link-
ing of these two together and; henice, being able to deduce facts that are not explicit in the knowt-
edge and produce sensible regctiofs to these facts; In humans there is a consciousness that en-
ables us to understand concepts'siich as what and why, that is rntenttonahty With this ability we
are able to make reasoned judgements and act accordingly. Of course, the “reason” within our de-
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* doons 5 ofln subjecive (and nmesameway,wrdemofnteurgembermmsragery
'aw;ez)g‘emmdmmﬂue?ﬂmaemeﬂmmtym ‘

", 3. Induction . 2
D The second- requrrement for intellrgent behavrour is the knowledge rtself lt is rmpossrble to
 reason conclusions from knowledge if there is no knowledge So if :we.put some facts into a
m, use d reasoning program-into action; we in:theory will have an intelligent
. machine;The reality is that many of these Al structures will work well in simple “toy” domains.
. but once they are presented with real world domain problems and give real world values they.
-suddenly. begin.to have problems. The problem is-that they don't have:enough knowledge.
‘about the domain and so can't respond to it. If we attempt to simply solve this problem by stuff-
gcnmiotonnatronmtothesystem, we quickly come across the problem of speed. The spe-
: peceotmfamnwnﬁredatabaseofhmdedgecamotbemsedfastmrghtora
: Oneofthemaprkeystol\lthemsbemg dﬂetostorekrmledgemmetﬁciemtashronand
nsudrawaythatitrspossibletocomposepmgrarmﬂratm access it in a reasonable time.
_In'an ideal world all the knowledge would be incorporated into .a system; but this leaves obvi-
“ous problems. mereammobvroussolutronsbrnanumberotmetlwdshavebeenpmposed
: that consider knowledge representation ike semantic nets, conceplual glmhs flames
" o.: B. Expert systems )
- ~Anexpertsystemrsadassofoom that canadvise, analyze X
 communicale, consuit, design, . di dagnose, exp&:g'm ; forecast, form concepts, A
interpret, justify, leam, manage, monitor, present, remeve schedule, test or tutor-
address problems normally thought to requre a htmar speaarst for their solution. ; e
-+ -, Expert based systems are currently in use in business in projects like credit ratrng people
e8| they're worth giving credit to or.in the prediction of ise and fall in shares in the stock
market, An expert system is based on English, so is easier to e programmed and ‘maintained
than in other languages: Expert systems are, however, only. experts in their particular field but
unlike humans. have the advantage of not growing old or making mistakes and can.process
information faster. The expert based system must have a user interface to gain knowlédge and
. atechnique for leaming from. experience. The system must ask questions and absorb.the in-
... formation glven to it. Though'there are several problems with this system.. The. leaming te-.
. quires human intervention; S0 its knowledge must be given by an expert in the field: Large
.+ amounts of memory to hold all the information and a powerful computer to pracess the data in
~*areasonable time are required, The other problem is that it can go wrong and this could be
. expensiva for whoever is using the’ s&'stem Some banks already use these systems ina lim-
o rted way,in the stock market, though there is always human sipervision.
", Eliza was one of the first expert systems. This is the “computer theraprst" program ‘created
o by an artificial intelligence pioneer Joseph Weizenbaum at MIT. You communicate with this
i*s*"profram just as if it were a therapist and it passes the Turing test up to the point. It could be a
 real person, therefore it is an intelligént program or so you are led to believe. Try and answer
- these.questions: What makes people'feel understood by a therapist? What- leads to a feeling
“ of rapport? What Is it about a conversation that is therapeutrc? What is mrssrng in the computer
responses that makes it not a real psychotheraprst” E : '
o C. Neural networks -~ - e ‘ !
A neural network is essentra{ljy a type of eomputer but doesn’t work ln the same way Con-
o ventronat computers have a CPU and memory and information is represented in terms of stru¢-
.. tures of symbols. A neural network however-is'based upon the structure of the brain which
corrsrstc of many billions of cells called neurons. These cells are built into a network and eleo-




trical signals can pass between neurons at-a.very-fast speed by a conversion into chemical
energy. Each neuron in the brain is equivalent to a'single processing unit in the computer. The
neural network is very_similar to passing electrical energy from one point to:the- -other. The
mapping out of the basic morphology and of the biological neuron, while being a major step for-
ward, raised the difficult question of how networks of such neurons, that is brain, might cany out
the information processing. tasks that they obviously perform in people and animals. Some fight
was cast on this question by McCulloch-Pitts in the early 1940s. These two researchers.showed
how neuron-like threshold- units or TUs might: represent logical expressions. From:this'starting
point they went on to show how networks of such units might carry out calculations. In the simiplest
" case a threshold unit is capable of being either on or off. It has several input connections and, in a
given time step, receives an input on'each connection; The input can be considered to be either a
0 or 1. If the number of-1s received exceeds some threshold the unit outputs a 1, otherwise it out-
puts a zero. In'a network of such units the output on one neuron is the input to others

‘McCulloch-Pitts suggested:that: networks ‘of TUs formed a good-mode! for the function of
biologrcal neurons. Such a network can perform computations. Input values can be set on the
input units of the network, and a result will be computed on the axons of the output units. The
most rmportant feature of neural networks is that they can leam. First they need to be trained.
There. are-various training method and leaming rules for neural networks. The problem with
neural networks is that they are too expensive to be constructed in anything but the smallest of
trials argi %unentlcomputers just lack a suffcrent number of pathways tweerr eomponents

uzzy logic o

Funy logic is a superset of conventional Iogtc that has been extended to harrdle the con-

cept of partial truth - truth values between “completely tnie” and ‘completely false”. Boolean
(conventronal) logic says that something is either on or off, true or false. You are either sleep-
ing or awake. But what about in-between these times, ime between sleeping and a full state of
consciousness? When you sit down for a'meal, the meal is not just there or not there, there is
a contindous period of it being eaten, and each’period can be broken down further into more
stages of being eaten or not eaten. Thrs idea was mtroduced by Dr l.olﬁ Zadeh in tlre 1960s
as ameans to model the uncertainty of natural language.”

- Zadeh says that rathér than regarding fuzzy theory asa  single theory, we sbould regard the
process of zzrﬁcation as a methodology to generalize any specific theory from a crisp (dis-
crete) to a continuous (fuzzy) form. Thus recently researchers have also introduced *fuzzy cal-
culus”, "fuzzy differential equations” and so on. Fuzzy logic is used directly in very few applica-
tions: ’The Sony Palmtop apparently’uses a fuzzy logic decision tree algorithm to perform
handwritten or computer lightpen character recognition. Most applications of fuzzy logic use it
. as the underlying logic system for fuzzy expert systems. Fuzzy logic and neural networks have.
been implemented together in recent times and they were even used to control a heficopter
with a missing rotor blade. The point is ' that this could be done quickly enough by a computer
but not by a pilot even lhough mmally the program had to be tramed by a p‘lot

Employment Trends

. The demand for Al specialists has changed over the years reﬂectmg the drﬁerent stages of
development the field has undergone. For-years the:activity in Al-was. restricted to.college
campuses.and corporate research centers:-Researchers came from a wide variety-of aca-
demic backgrounds, including biomechanics, computer engineering, computer science, eco-
nomics, electrical engineering, linguistics; neurobiology, optics engineering; physics, and psy-
chology. Most of them had advanced degrees, usually: doctorates.. When.the technology be-
came commercially. viable, many of the screntrsts ‘invol ved in research left their laboratories to

start their own companies. . R T AL e . _
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“Atthis point, the eompetmon for expenenoed Al speclallsts mtenslﬁed with saluies increas-
{ing significantly. as employers competed for.available workers. This development, alon?
-the publicity surrounding the success of specific Al products;:stimulated more interest in the
- field. Bath .the - avallabshty of trammg ploglams and: the number of students lakmg tnese
courses increased::: - EREV A $ AT
2 Although: there are sill spot shortages Tor expeneneed pmfesslonals in eertaln Specialties o
thedw:d?sgread shonage seems lo have eased Salary lnueases for Al prolesslmals nave
* modaerate B s o
. Skill requirements are ehangmg Requuements ale commg down as lne lield moves oul ol lne‘
research and development phase.info product refinement and implementation. Maintaining soft-
ware based on Al principles is less demanding than developing the original technology. The use of
expert system shells has-also.played ‘a major.role in this change. * Developing a complex, stand-
. done expert system requires much more programming skill and experience than adapting a shell
‘{o the needs of a user does. Because of this evolution, a bachelor’s degree in computer science,
- with-an emphasis on Al, is acceptable for a wide aray of jobs, although persons involved in the
design of Al software stil need advanced degrees. Some employers even’ lel people valnott ad~,
vanced degrees perform knowledge engineering, generally with shells. - :
iz Demand for computer: professionals with Al skifls:will_continue lo fise. Even lf {mlher ad~
¢'vances in basic technology aren't made - and this is highly unlikely - the development, integra-
- fion, implementation, and maintenance of products based on existing lechnologies will require
_many additional skilled workers Demand for wolkers will also increase as more o:gamzanons
use Al products. B :
2 Growth will occur in software houses and hardware developers pfoduelng Al pmducls md
ln large corporations which are- developing their-own. Al capabilities. In these ?)‘lger -
“‘demand will be the strongest for programmers who can program in. LISP or- ‘Al-lan~
i guages. Demand is also growing for knowledge engneers wllo m work elosely belween llle
programmer and the user to design expert systems:: -
124 The primary. area of growth, however, will be in user orgamzanons. More programmers aml
ystems analysts with Al skills will be needed to integrate shell programs into existing systems
and to develop and maintain in-house systems, much as in-house oomputer professionals de-
“'velop accountin &or database applications today. Artificial intelligence'is clearly merging with
" the field in which most computer. professionals are em{;loyed the development.and mainte-
nance of management information-systems (MIS). In this environment, the strongest demand
* will be for programmers and systems analysts wrth experience in regulaf systems and a good
woxlang knowledge of Al. o

u,.‘
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UNIT II . RELATED TECHNOLOGIES :

c
o Beglnnlng in lhe ml 960s' a new type of a system called an expert system began to be de-
) veloped to suppart management in the decision-making process. An expert system represents one
" of the first practical and the most commercially successful applications of artificial intelligence; it is
an addition to the kinds of computer. systems available to businesses. An expert or knowledge
r based system s a computer 'program that acts as a consultant to decision makers. -

" "The program contains information on a particular subject, known as the knowledge base or
) the body .of facts (knowledge) and the heuristics (thumb . mles) that are fed into the computer
" and are most frequently represented:as a series of “if then" rules, although in some systems

the knowledge is represented as.frames, objects, or semantic-networks. When applied to-a

problem, the system searches for solutions-in the same' logical pattems that. human experts
would use. The largest and most complex expert systems have over a thousand rules and may
take 2 years or more to be created. Development takes so long because, for the system to be

usable, the expertise to be captured must be clearly defined, and all the steps a human expert
would take to draw a conclusion must be spelled out beforehand ‘This is the job of the knowi-
edge engineer, who is the link between the software developer and the end user. -

- The expert knowledge and the heuristics are gathered by knowledge engineers — largely
through interviews — from human experts in the field for which the computer-based system is
being designed to support decisions — fields such as medicine, engineering, or geology. (For
example, in the field of medicine, one question that might be ‘asked of an expert system is
whether oné treatment is better for a patient than another one.) An expert system has the ca-
pacity.to store the collection of knowledge and manipulate |t in: response toa user's rnqumes,
|n some cases, it can even explain responses to the user, < *-

--Knowledge engineers are somewhat similar o systems analysts They must not only know

, the capabilities of the computer hardware and software but also understand the user's opera-
tion and what he or she wants to accomplish-through automation. They must also be able to
deal effectively with people from many different backgrounds - for example, medical researm-
ers, engineers, financial analysts, and industrial machinery mechanics. -

- The knowledge. engineer interviews one or-more experts and then distills the mformatron
relevant to the application into a set of rules or:some other form of knowledge representation
that reflects the behaviour. of human experts. It can be difficult to get people to part with know!-
.- edge they have spent a lifetime acquiring. Even when the experts are eager pamcnpants they
can miss the importance of some subtle steps in their decision-making process. -

When the knowledge representations are complete, a programmer creates the knowledge base
by coding the information in an Al language. In some situations, the knowledge engineer does the
aciual programmmg Finally, there is debugging, testing with trial problems, and refining,

* An expert system solves problems that require substantial expertise to understand An ex-
pert system has four major pragram components: '
* 1. Natural (software) language interface for the user.

2. Knowledge base (like a database, where the facts are stored)

+ 3. Inference machine (software that solves problems and makes logical inferences).

- 4, Explanation module (which explains its conclusions to the user).

‘One of the most famous classic expert systems — an older system now being replaced by
updated ones — is MYCIN;, a system that diagnoses infectious diseases and recommends ap-
propriate medicines. MYCIN represents the knowledge of physicians who are experts in this
field, and it enables other, less knowledgeable, physicians to consult with these experts for
help in diagnosis and treatment.
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i Forexanple,bactemawbeafatddtsewenﬂtlsmtueated quickly. Unfoﬂunately, tradi-
tional tests for it require 24 to 48 hours to verify'a diagnosis. However; MYCIN provides physicians
with a diagnosis and recommended therapy within minutes. To use’MYCIN, the physician enters
data on a patient; as the data is being entered, MYCIN asks questions forexanple.»‘lspaﬁenta :
bum patient?”). As the questions are answered, MYCIN's inference ‘reasons” out a diag-
:nosas‘lFmemfeuliomsgtmarybactena,ANDmesneofmewmne:sthegastmmtesunalb'act,
/THEN there is evidence (0.7) that the identity of the organism causing the disease is Bacteroides”
“The “0.7":means that MYCIN “thinks® there is a 7 out of 10 chance that this diagnosis is correct.
; This pattem closely follows that of human thought; much of our knowledge is inexact and incom-
__:'plete,andweOMnteasonusmgodds(sudtas'rhere'sawperoentdtmfsgomgtomm')
=:-wlwnmdon‘thavemtooompleteand accurate information. >

7 EMPTY MYCIN, a later development, represented a major ‘advance for AL It separated the o
mfotmabon about blood. infections from the-inference engine, the rules that.apply the knowd-

i‘'edge. This breakthrough allowed MYCIN's inference engme to be used wdh other knoMedge
: bases and led to the development of expert system shells.. 3Ly

% :An expert system shellis; in effect, an expert system wvmoutme expemse More tedlmcany it
-Is a set of utilities that programmers can integrate into their existing computer system. Users ean

+ then fill the shell with the knowledge needed for a specific application. ;rograms .
- grammers to create expert systems on desktopcomputersusmgconvmbon :
.1’ Because shells are -much less expensive:and ‘more:flexible lhantcustomlzed expett sys-_
‘ tems, their development.has caused:the overall usé of: ‘expert.systems to skyrocket:: No.one
. knows precisely how. many expert systems are currently in operation, partly- because compa-

+nies now recognize these systems as competitive weapons‘and some companies are unwilling -

+fo divulge information about them. Nevertheless; knowledgeable sources estimate that several

 thousands are in use, and the number is growing rapidly: Between one-half.and three-fourths

- of the Fortune 500 corporations now use expert systems many latge oouporations have bun- '

- dreds of systemsinuse. . - Ctpegrmie o i .
.+ ‘Examples of other- exrert systems are- XCON (a system that puts togethet the best ar- _
.:rangement of Digital Equipment Corporation:{DEC] computer system components for a given

- company), DENDRAL (a system that identifies chemical compounds); PROSPECTOR (a sys-

~-tem that evaluates potential geological 'sites ‘of ‘oil, natural gas, and so on), and DRlLLtNG

< ADVISOR (a system that assists in diagnosing and recolvmg oil rig problems). - :
' Captunng human expertise for the computer is a difficult and time-consuming task. "Knowledge o

, engmeers are frained to elicit knowledge: (for example, by interview) from experts and build the .
expert system. The knowledge-engineer may program the system in an artificial mtel!tgenwpm- .

*gramming tanguage, such'as LISP or PROLOG; or may use system-building fools that provide'a .
structure. Tools allow faster design but are less flexible than languages. An example of such atoal ..
is EMYCIN, which is MYCIN wlthout any of MYCIN's knowledge. A knowledge engineer.can theo-. ..

- _rehcalyentetanyknovdedge(aslongasntxsdmbab!em rules) into this empty shell and create
. "a new system. The completed new sysiem will solve problems as MYCIN doee butthesub)eet
mattemlheknovdedgebasemaybeeompletelydlﬂerent.

Expert systems are usually wn on large computers — oftehcdedtcated arttﬁctal mtelltgence o

- computers —. because of -these: systems” gigantic - appetltes for. memory;” however,: some
- scaled-down expert systems (such as the OS/2 version of KBMS, Knowledge Base Manage-
“ment System) run on microcomputers. Scaled-down'systems generally do not have all the ca-
. "pabilities .of .largeexpert - systems, ~and: most “have ‘limited: reasoning - abilities. - LISP- and
- - PROLOG compilers are available for microcomputers, as are some system-building tools such
- as EXPERT-EASE; NEXPERT, and VP-Expert, which allow relatively unsophisticated users to
- bunld thelr own expert system Such expert system butldmg software tools are called sheﬂs
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..The popularity of expert systems is growing becauss more and more organizations are find-
mg that they improve qualrt¥ raise productivity, cut costs, and increase profits by helping their
employees “work smarter”.:These tools enable computers to deal with ambiguity and questions
of judgment that are too:subtle for conventional data processing techniques. They also help

.workers handle much larger quantities of data when making decisions. Regardless of the set-
fing, these systems give the user altematives ranked according to their probability of success.
These probabilities are based on.the data available; as'more data are added, the reliability of
the results improves: Thus, the system appears to leam from the program as |t adapts new
knowledge into the database. -

It also-allows users'to ask both “What if I do tlus?" and “What is the best solution for this
problem?" Users also can ask the computer the: question “Why is this the best solution?" be-
fore applying the results. Expert systems help workers at many levels make better decisions by

-+ providing them with additional information and a structured way to use that information. These

.systems are being used in many different types of organizations throughout the econom{ For

- example, public utilities use them to monitor and Improve:the performance of their coal-fired
boilers;-About one-fourth of the Nation's largest insurance carriers cumently use expert sys-
tems, primarily to analyze insurance applications. Manufacturers use them to design products,
control processing, .and to.serve customers who have a problem with a product. Sitling at a
computer,'employees enter the symptoms and other data provided by the ealler and the pro-
gram helps them diagnose the problem and prescribe corrective measures. .- =

» Expert systems are only one of a cluster of Al technologies with commercial siguﬁca\ee Oth-
ers-Involve creating equipment with a human-like ability.to move, see, and communicate. The
problems encountered so far-have driven home to scientists just howowuplexwe humans are and
‘how difficult it is to simulate eveil our, most basic reasoning processes. Getfing a robot to do some-
thlng that &a'baby does naturally requires hundreds, perhaps thousands, of detalled instructions.

. Most researchers now concede  that.it could be a long:time:before the necessary break-
throughs occur that will lead to the production of machines that think or reason in any fully hu-
man. sense of the- word or that act autonomously, or-that speak: and understand- human

. Neural Networks o
Another new development is neural network computing, whlch attempts to dupllcate the way
".the human brain processes information. Conventional computer circuits are arranged in series,
-with each-transistor linked-to;only. two or three others: In neural.networks each transistor is
hooked up to most; if not all, of the others; A signal entenng the system quickly fans out across
the entire ‘network -and all-the transistors process it:“This new.type -of processing can be
achieved in two different ways with specially. desngned neural network oomputers or with ad-
, _..vanoed software used on standard computers::. - T
+ Neural networks are not only faster than oomenuond oomputers Ihey can also develop new if-
then rules from the data they receive. They also have superb pattem-recognition capability. For
example, once a network has been shownﬂueeorfourviewsofaparw:la'faoe, it will instantly
recognize that face from any other angle.:This pattem matching has tremendous amplrcauons for
vmhta'y appicauons pmduct assembly and mspeouon and nalura tmguage prooessmg

e Neural Systems. an introduct:on T
Humans have alwa dreamed of creating a portralt of themselves, ama- machme with hu-
manllke -attributes such-as locomotion, speech,.vision‘and oogntuon (memory, leaming, think-
ing, adaptahon and mteII gbence) Through our. leaming’ from_biological processes. and very
creative, actions, we have.been able to realize some of our.dreamis. In today's technological
soclety we have created machlnes that have some of the human attributes that emulate sev-
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er humanhke functions with tremendous capabilities.- Some ‘examples of introducing these
.humanlike functions are human locomotion into transportation systems, human speech‘and
vlslon Into communications systems; and human low-level cognition into computing systems, The

subject of intelligent systems today is in such an exciting state of research primarily because of the
wealth of Information that we researchers are able to extract from the carbon-based computer - the
‘neuronal morphology of the brain, biological sensory systems such as visron human cogmtron and
decisronmakmg processes that form the elements ot soft computmg T

o WhatAreNeura! Networks?: - -

Neural networks (or ‘nets") are small models inspired by the sorts of small processing umts
that you find in the human brain (brain cells called “neurons”). Scientists make. these models
and get them to'behave Jnte!h?ently ‘Théy can be taught to do; things, which traditional oom-
puters find difficult. Early neural networks were called Muitl—Layer Perceptrons (MLPs): ™

 Another name for neural nets is “connectionist nets”, and the people who make and sign
“them are often called “cannectionists”: The nets’often take thie form of computer programs that
simulate these models; although more arid more silicon chips z are bemg prod ced wrth neural
networks designed directly in the form of electronic components RS

::The main feature of the nets is that they leam from experience.: If you wanted: to sort out
male faces from the female ones, you would show the net a a v;ﬁe number (the more the better)
of photographs of faces, and tell it which ones are male and which'are female The net adapts
rtsetf so that it leams the differences between male and female faces:” .7 = . %5 e

- The structure of neurons in the brain was first explained by McCulioch and Pitts in the- 1940e
MLPs seemed to be very promising in the ear'tr days of computmg. but they fell out of favour. and
“only recently they have made a comeback. Nowadays they.are starting to.appear everywhere,
. from teaching some small robot to navigate round a maze to acting as an- art:ﬁoual “nose” that can
sme!l the difference between fine wine and plonk. What do neural networks do exactly? ¥

. Neural nets are generally used as classifiers. This means that they are uséd to. choose be-
tween several options when.faced, with;some. input. :For instance, it could be.given spoken
L words as input and be requ:red to’ recogmze what the words were (i e ohoosmg one: word from
the ossible vocabulary). . < = i

-They can do other thmgs of: course eura| networks can act as content addressable
_ iemories. This means that they can store complex.pattems and.then you can prompt them
“with part of the pattern or a version of the pattem that has been comupted, and-they will re-
* trieve the whole original pattem for; you, neurat network isgiven a quarter of a pattern and it
reproduces the whole picture from this. :

Of course, once. you-start stitching drfferent neural ( together you ‘can get much
more complex behaviour. After all, the human brain is basically that - an enormous number of
. specialized neural networks all workmg together to gwe oomplex behavrour Suoh systems are
generally called multinet architecturés:: &=~

‘The nets consist of small units called cells and these are oonnected to eaoh other in suoh a
- way that they can pass signals to each’ ‘other: In practice, the signal that one cell sends to an-
other is a simple number between 0'and 1, 0 means no signal,-1 means a large signal. - *

-The connections have certain strengths or weights. The net starts off with these oomectton
strengths set randomly: The network-is:exposed to various inputs and the strengths- ‘adjust
themselves according fo some mathematical plan. This is what we call trammg and after it the
. network can recognize input pattems or, at least, do ‘something: sensible ‘= whatever it has
+ been trained to do. The tntormatron is therefore stored in the strengths of the neohons just
asnttssnthehuman brain. - E . R

3 The training is done in tmy st Wth the excepbon the' WISARD
tralns very quickly), the training is done as follows::
.+ 1, The first input (training) pattem is presented to the network. L




-2. The connections are adjusted a tmy amount to rmprove the netwod(’s chances of recOt
nizmg that pattem if it sees it again. : :

+ :3. The second pattem is presented and step 2 repealed

:.:4.-The same thinghappens for all the training pattems. * -

-5, The whole process is rerun with all the training pattems for hundreds (ﬂrousands) ofmnes

"~The reason the connections are only adjusted a slight amount is to ensure that the networ
feams to recognize all the pattems fairly well. If the connections were adjusted a great deal al
ter every pattern then the network would be able to reoognuze the most recently ptesented pai
tem bnlhantly and all the others not at alls*

TR

- ,Supemsed and Unsupemsed Training ~ '
Mosi eural nets are tramed using supervised training.: This means that they are presente(

: with input pattems and the corresporiding desired output pattems, i.e. they are not only tok

what the'input pattern is but what output, they are supposed to produce when they are giver

- that mput pattem, will be: For instance, a network might be trained to recognize whether a pic

- ture presented to it was of a man or a woman (fike SEXNET, by Tery Sejnowski). The networt
might be trained to produee a 1 output for. a man, a 0 output for a woman (or vice-versa).The
training would consist.of a large number of prctures presented tepeatedly and eaeh aooompa
nied. byat oraOasappropnate

.+ There are still some situations where pmvndmg mputwdh oonespondmg oulput data (so-eelled
“abelled data") is difficult or inappropriate. For this reason it would be nice if the neural nets could
formulate their own decisions as to what the output should be. This is unsupervised training. The
networks are given input; but aren't told what they are supposed to produce for output-Instead;
they leam to organize it for themselves inio sensible regions of their “output space”. The standard
‘netwaork for this sort of thing i is the Self- Organizinig Feature Map (SOFM) by Teuvo Kohonen (Hel:
sinki University). It is set up in such a way that it organizes its connections so that similar input pat:
terns always produce similar pattems of activily in the net. In this way it leams to group similar in-
put pattems together. ‘Of course; it can't put names to those pattems but it does oreate ‘Some sort

of order out of the chaos ‘of me dtfferent input paﬂems moh aeledi :nto it,

E »kep:esentmg !npu! i
It is nmp a neural nétwork that the input signals fed into nt arein an

appropnate'fonn ‘Some’ thought has'to be ‘given as to whether the input'can be “coded®, i.e.:

. transformed from the fgrm in whrch it appears in the outsrde world into some more logscalﬁwm

~ called neurons. -

s called a feedforward Mulfi-Layer Perception where neurons are amanged in layers, with the out-
. puts of neurons in éach layer being connected to the inputs of the neurons in the layer above. -

Neurosclen sts tell 's“ |

I the human’ bram neumns are wnneefed |n' ememely_comoiex nelwodrs wrth countless in-
teroonnechons An amﬁelal netiral net has a much simpler. structure.; The most common structure

“Usually, the net has: three. layers: called the:Input layer, the Hidden fayer and the Output
Iayer The input to the entire net is presented.in the input layer and is fedup into the layers,
with the output layer providing the output from the neural net that the user requires. .

Each connection from one node to another canries a strength which indicates how important |
the connection is. ZStrong ¢ connections have more influence on the node they connect into than
weaker ones. They contribute more to the firing of the cell. The' mfonnanon camed by the net-

" work is stored in the dlffenng sﬁengﬂrs of the Rode connections. -
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-~ Nowadays more and more neural networks are being implemented in‘specially created in-
"tegrated circuits: However, most programmers simulate néural networks using software. The "
‘strengths between the nodes are called weights in the programand are stored as numbers, ™
i+ The term “feedforward” means that the connections between:one layer-and the next only
‘run in'one direction. There are connections from |ayer. 1°to layer.2, from layer 2 to layer 3 etc.
but.no-connections in the other direction. The opposite of a feedforward net is called a recur-
rent net; which have feedback connections. -t srowen i f cfs e i it g b,
- Recurrent networks often have attractor states. This means that signals passing through the re-
‘current net are fed back and changed untif they fall into-a repeating pattern, which is then stable -
(ie. it repeats itself indefinitely as it rattles round the loop), This is a little like a ball being piaced on

*a slope and released - t rolis downhill until it reaches the bottom of a valley, and then stops, The
-input signals change until they reach one of these attractor states, and then they remain stable.
The secret with recurmént networks Is to train the weights so that the attractor states are the ones.
-that you want. The sort of problemms that neural nétworks are asked to sort out can also be classi-

fied as linearly separable or linearly inseparable. Linearly separable tasks are a lof easier to teach
“to neural networks than linearly inseparable ones. Indeed, there are certain types of network (sim-
ple perceptrans, for example) which simply can't leam linearly inseparable tasks, . e Bt

o RN 3 Roboties T A
.. There's no precise.definition of a robot. It is normally defined as'a programmable machine
Yimutatinsi an Intelligent creature, Getting information from its surroundings and doing something
/ physical ‘Smovln or manipulating objects) qualify a machine asarobot.. ™, LU
, -According to Webster's Ninth New Collegiate Dictionary, a robot is an automatic device that
“performs functions ordinarlly ascribed to human beings or that operates with what appears to
‘almost human Intelligence, In the field of artificial intelligence, there are intefligent robots
~(also called perception robots): and unintelligent robots. Mast robots ‘are unintelligent; that is,
:they are pro%rammed to do specific tasks, and they are incapable of showing initiative. An'un-
intelligent: robot cannot :respond:to a- situation: for whichit* has not- been_::speciﬁcag’ pro--
grammed. Intelligence is provided either by a direct link to-a.computer or by on-board com-
puters that reside in a robot Robotic intelligence is primarily a question of extending the sen-
. sory (for example, vision?)’land mobﬁi_? competence of robots in a working environment.«~::-
+Robots are increasingly- useful: .Industrial robots have been:arotnd for. about 25 years, doing
simple, repetitive tasks requiring no decision-making, and doing them with superhuman speed and
precision. They now perform a remarkably wide vanety of tasks, from assembling computers, arfil-
" lery shells, and vacuum cleaners to’ pogglng frozen dinners into their trays, inspecting different
kinds of products, and diilling holes for brain surgery. They are also used in hazardous.environ-
ments, such as mines and nuclear power plants, and for handling toxic waste. -5 = o
- In the future, reasoning ability will be incorporated into robots; thus improving their ability to
behave “intelligently”. Robot vision has already been successfully implemented in many manu-
facturing systems. To “see”;-a computer, measures varying intensities of light of a shape; each
intensity has a numerical value that is compared to a template of.;intensi!rg‘fauems stored in
emory..One of the main reasons- for.the importance of vision is that production-line robots
must be able to discriminate among parts. General Electric,-for example, has Bin Vision Sys-
tems, which allow a robot to identify and pick up specific parts in an assembly-line format...
.- Another area of interest is the “personal’ robot, familiar t0 us from science fiction. Existing per-
~sonal robots exhibit relatively fimited abiliies, and whether a sophisticated home. robot can be
- made cost-eflective is debatable. B.0.B, (Brains On Board) is a device sold by Visual Machines
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Significant improvements have been made in robotics . technology in recent years. For ex-
ample, o réprogram a new robot am, an operator simply, selects from among choices that the
robot itself offers; a worker can teach the robot's eyes to recognize a new part in less than 10
minutes. The number of robots in Use has grown to'over. 32,000. As prices fall, they will be-
come more atfractive to potential:users, especially as employers continue toexperience diffi-
culty attracting workers. Robot technology may be especially desirable in fast-food preparation, |
some areas within health care, burldmg marntenance, and secunty, mdustnes that tradltlonallya
have relied on'young people. -

:: Name a boring or dangerous job Somewhere, a robot is probably domg nt Robots are ldeall
for doing jobs that require repetitive, precise and fast movements. Robots are géiod at dorngl
the same thrng, without asking for‘a’safe working environment, salary, breaks, food and sleep,!
without getting bored or tired, without makrng mistakes: Factories are so hnghly automated th
-most human workers carry ¢ out only supenvising and maintaining the robots. . - "%

- People' keep finding new uses for robots - making and packing drugs and tood,lsoldenng

§ tiny wires to semiconductor chips inserting mtegrated circuits onto printed. cm:urt boards used
,in electronics, workmg in radioactive ‘hot zones®, exploring space. .~ . .

. All work and no play make anyone dult -'even a robot. Soccer-playing robots gather each
year at RoboCup. an intemational event collecting over 100 teams from 35 countries. ~

.. Robotic players use radio signals to coordinate their actions with their teammates.

‘ Teams are/placed in divisions based on size, ranging from the size of a pizza box. By 2050
) 'the organizers ‘of RoboCup ‘count on developing a team of fully autonomous humanord robots
that can beat the human world ohampmn team in soooer : PR

[' . ._f,_The Hrstory of Robotm , ST
., I you think robots belong to space movies, think again. ‘Now robots are. al over the world,
Puttmg chocolates into boxes; walking into live volcanoes, driving trains in Paris and defusing
~bombs in Northem Ireland are their oornmon tasks: Today‘s robots are domg more and more

;thlngs humans can't do or. dontwanttodo.: . . g

-vThe idea. of : creatrng an: intelligent maohme is. very. old. Homer descnbed gold grrls me-.
chanical helpers:built by: Hephaistos; the Greek god of smiths. Aristotle is credited with the:
-original-concept of. automation. In the fourth century B.C., he wrote “If every instrument could.
‘accomplish its-own work; obeying or anticipating the will of others...if the shuttie could weave,
-and the-pick-touch the lyre, without a hand to guide them, chief workmen would not need ser-
vants..”, In 1495, Leonardo da:Vinci desi gned a mechanical man, But only the-invention of
transistors and mtegrated circuits in the 1950s and 1960s made real robots possible. Compact,
refiable ‘electronics and- computers ‘added brains 'to: already existing machi n‘1959 re-
searohers ‘démonstrated the: possrbrl of robot manufacturing ash-trays. *
A Czechoslovakian'author. named Kare! Chapek introduiced the word “robot" to the | pubhc in’
hrs 1921 play R.U.R;,*Rossum’s Univérsal Robots" where robots are invented 1o help people
-by performing 'simple tasks but being Used to fight Wars they tum on their human masters and
‘take over the ‘world: The Czech word: "robota"_ ans ‘hard work thus the Czech robot s de-
fned ‘as “a worker of forced labour™; %2 42+ -+ : o :
- Similarly, the'Random House College Dictionary: finés the robot as‘a mechme that re-
_'sembles aman and does mechanical, routine tasks on'command”; In his "Robots: Machines in
‘Man's Image” Asimov states that mdustrlal robots do not have the *htiman form' appearance of : f
.their robotic brethren”: According to the Robotic industries Association, an industrial robot is a’ ﬁ
V

 reprogrammable, multrfunobond manipuator designed to'move. mateﬂ‘als, parts tools or spe-
“cialized devices through variable programmed motions to' perform a variety of tasks.

ki Theﬁrstgeneratron ofrobotsoonsrsted of alifomatons. An automaton is aselfmow ma-:
‘Chine, oonstructed for the pu I ‘rmltatmg the mobons of men or animals (Asimov). Most of
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the earlrest automatons were clock controlled omamentations. In 1350 an. automated rooster
‘was érected on.top of the Cathedral in"Strasbourg.-Every, day at noon, it would' flap its wings
~“and crow..In. 1497 two bell striking giants were built-on- tog of the great clock tower in Piazza
“. San Marco, :Venice. - Within:the same.time. period, an-Arab named al-Jazari wrote:a book on
-automatons. The book included an |ltustratlon of an-automated-Arab lady. that ﬁlled and emp-

ied 2 wash basin. The modern toilet was dérived from the same principle. - -

‘i Latér.versions of automatons were based on self-contained clockwork mechamsms "In 1738
Jacques de Vaucanson inventéd-an’ entertaining: mechanical duck that quacked; flapped its
"' wings, dranK water; ate food and: ‘discarded: waste:’ In*1774 ‘Droz invented one: ot the:most
. complicated -automatons in hrstory The “automatic scribe” could write any message, up'to 40
%‘ haracters long: In"1805 Maillardet built a spring-activated automaton that could ‘draw’ prctures
i~gnd write In'both Frenchand English, At the 1876 World's Fair life sized automatons including
brass instrument players; artists, and card magicians entertamed large audiences. Witiin a few
years ' Thomas Edison’ used a condense rsion. of his phonograph inventron m the desrgn of
. the famous talking doll.’ ; Ly
" Atter' Chapeks R.U.R. electmmeohanrcal utomatons were refemed to as robots In 1928 an
_,_.electromechanicai robot was buit in London. Althotigh the robot contained an electric motor, elec-
 tromagniets, pulteys, and wheels, it could not function beyond its platform..In 1940 West:nghouse
oreated two of the first robots that used the electric motor for entire body motion in.the rectangular
'; coordinate plane, “Electro”; danced, counted.to ten,:smoked, and.announced the latest Westm
. gouse products. His motorized oompanlon dog walked, stood on its hind legs and barked: «
.. After the invention of the transistor in 1948 many robots were used in conjuniction with the com-
“puter. The first patent for a computer controlfed industrial robot was developed in“1954 by George
- Devol. Devol created a computerized memory and control system called “universal automation”.
-+ Devol co-founded the Unimation industrial robot company and “started the industrial robot revolu-
. tion" by sélling designs of powerful assembly line arms to General Motors, In the late 1960s're-
searchers developed a computer controlled robot called Shakey. Besides moving between rooms
and avoiding-objects, Shakey | was able {0 stack wooden blocks atcording to spoken instructions.
It watched if the blocks were ropedy aligned;. and if not, it adjusted the stack.Shakey was once
.,.asked to push a box off a platiorm, but it could not reach the box. The robot found a ramp pushed
 the ramp against the platform and then pushed the box onto the fioor. -,
+.+.:Hughes Aircraft created the Mobots in the late 1960s. Mobots 1 were eontrolled by remote >
‘- dio and.camera systems operated by either people or computers. They. were designed for “en-
~vironments beyond [human] capacity and for. tasks beyond [human). capabilty”. Applrcatrons
_ {included construction; chemical testing, and nuclear reactor environment interaction. -: -
. %" The parts of many moderm robofs can be generalized into four categories: the base;’ object ma-
.« nipulator, primary control- system-and sensory system. -The’base is usually'a metal or a plastic
I" frama that supports the robot's componerits, Most industrial robot bases are stationary, although
“the‘amms move about. Other bases move about by treads, wheels, or legs. Wheel driven-bases
“have variols configurations, Some have two'big rear wheels; and : a'small front balancing wheel,
- while others have four equally Sized wheels. An interesting example of & Walking base is the six-
legged ODEX . Bases with hop dplhg and galloping legs have also been developed.
~The second part of the modern robot is the object manipulator, Baslc grasping and mampu~
lation requires a [arge amount of memory due to the requirements of smoothness and sensitiv-
. ity during operatron, The minimum number of fingers necessary to grasp an object, hold it se-
" curely and manipulate it smoothly was found to be three. The Best of National Geographic film
- featured a three-fingered robot that flawlessly manipulated objects Including a screw driver, a
- 'coke can and a pen..Current household robots have simple gripping.mechanisms.: .Common
! -industrial robot object- manipulators include a box gnpper. a cylrnder gnpper, a suctron cup,
ladle, a spotwelding gun, a drill, a torch and a grinder.” . '
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- The'third part of the modem robot'is the control system. Primary."s%/stgmsjnqlude the.re:
:mote’ control, the ‘driver circuit or the'computer.: Quite often the control system: consists of ¢
“primary control and secondary application-spécific controls.: The primary control executes the
main program, calling individual functions or, reading resultant data, while the.secondary con:
-trof systems determine how those functions are.processed. For example, ODEX | has a micro-
processar-based motion control system. Each leg has a sensor that sends messages to a cor-
‘responding microprocessor. A total of  six: microprocessors ‘are directed by a “central- motior
ccontrol”. microprocessor. Dedicating:individual microcontroliers: to- the motion control of theil
- corregponding legs is now common practice by numerous organizations (Texas Tech group).
.5 The final part of the modem robot is the sensory system. The sense of touch is used for ob-
- ject recognition or collision avoidance. For example, a robot hand, equipped with a rubber skir
“of microswitches,-can recognize objects such as screws, pins and .washers. Examples of tac-
tile sensors used for avoiding obstacles include metallic loop /feelers’. and bumpers with mi-
“croswitches or conductive foam / backplate contacts.. The sense of hearing enables a robot tc
react to spoken commands and sounds within a specified freguen . The sense of sight en:
‘ables a robot to recognize colours, shapes and pattems. The CYBER | robot is equipped with
"an “ultrasonic vision system” that is used for avoiding obstacles... = -~ "~ o
Robots rely on sensors to get information about their surroundings: In general, a senso
measures an aspect of the environment and produces a proportional electric signal. Many of a
fobot's sensors mimic aspects of our own senses, but not all of them. Robots can also sense
those things we can't like magnetic fields or ultrasonic sound waves, -+~ -+ 7.0 -~ :
- Robotic light-sensors:come in many different forms = photoresistors, photodiodes, photo-
. transistors — but they all have roughly the same result. When light falls on them, they respond
by creating or. modifying an electnc signal. A filter put in front of a light sensor can be used to
create a seleclive response, so the robot only “sees™ a certain colour. , . ... -~ 0 . i
Light sensors can also be used for simple navigation, for example, by allowi_m};‘ a robot to fol-
low a white line. Other robots navigate using infrared light (the same invisible light used in your
TV remote control). A robot sends out a beam of infrared light, some of which bounces off og

~an obstacle and returns to a light sensorontherobot.” .. " "7 T L UL |
.- ~For ‘more elaborate vision systems simple light sensors. are.not enough. Robots. like the
~ones that find and remove imperfect products from a'conveyor belt need to be able to resolve
complex; ‘changing images quickly. In these situations the image from a camera “eye” must be
broken down and analyzed by a computer program.> - "¢ e - e |
Robotic vision has proved to be one of the greatest challenges for engineers. Difficulty lies in
programming a fobot o see what's important and to ignore what isn't; a robot has trouble interpret-
Ing things like glare, Iightimr; changes and shadows. Also for:a robot to have depth perception, if
needs stereoscopic vision fike our own. Resolving two slightly different images to make one 3-D
image can be a computational nightmare, requiring large amounts of computer memory. ]
~+. A good example of a household. applications robot is the.well known Arok, which has been
featured in books and on television.:The voice activated robot can perform 36 functions includ-
Ir,E?Evacuumlng, walkingthe dog and lifting heavy objects. ‘An older model of a Heathkit robot
(HEROI) has a sound sensory system, an ultrasonic ranging system, a visible light spectruml
analyzer, a motion detector, a spee’_ch_.sﬁynthesizer, a clock, a %ripper arm.and a 680 micro-“f
processor. It can be programmed to perform simple. tasks like playing games or highly sophis:
ticated tasks, such as guarding a house. Robots can also be used to help the disabled. The
“Palo Alto Veteran's Administration Center developed a voice controlled helping hand (Ferrel)ﬁ
_The helper could prepare dinner, serve drinks, retrieve desk files, draw, and tum book pages. Il
-= :In-the fourteenth’ century clockwork automatons were created for decoration” purposes;
Eighteenth century-attomatons were used for entertainment purposes: In the early twentieth
‘century inventors used electromechanics to modify the automaton into the robot. The transisto:
:was used in the development of computer controlled experimental and industrial robots. The’
-latest robotic applications were made possible through the use of microprocessors.- With fur-
ther innovations the robot will undoubtedly become a daily necessity, -~ -~ - -~ {
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: . ' Advanoestobotrcs T e R R

A robot isa maohlne that gathers information about its envrronment (senses)’and uses that‘
lntormahon (thinks) to follow mstructtons to do work (acts).-"

_  Imitating humans, robots also’sense magnetic fields and ultrasomc waves. Robotrc lrght sen-
sors work ycreahngorchangmganelectncsrgndwhenIighttdlsonﬂtem.Whenn ating, the
robot sends out a beam of infrared light which bounces off objects and retums to alrghtsensorof
the robot. However, making 3D images requires large amounts 'of computer memory. .

- The ability to_move sets robots apart from oomputers ‘A mechanical device for producrng

- motion is known as an actuator. A single robot is supplied with dozens of actuators, each cho-

- sen to do'a specific task. Electric motors are actuators that produce miotion from electnclty by

- the electromagnetic effect. Their high speed and a small tuming power make a gearbox nec:

~essary. Special stepper motors turning in precise “steps” are |deal for adjusting position. A ser-
vomotor is used for furning only. 90° to the right or left. If you've ever driven a toy car, boat, or

:_plane by remote control, a servomotor was probably’ responsrble for. the steering. Solenords

- “are electric motors for producrng linear-or.in-and-out motion. Solenoids are used in swiches

- tuming things off and on. Although making a robot move like a person is not easy, efiginéers at

. Honda have designed robots capable of walkmg, clrmbrng starrs and  keeping therr balanoe -no

- two-leg ed robot has ever done it before.

' How to make robots think? There are three approaches o arhﬁcral lntellrgence .

%> Most robots have a mrcrooomputer for “brains’, which allows programming'a lot of informa-

, hon But they work only ‘according to their | programme "and ‘cannot learn. Neural networks ‘are

modelled after the human brain. A neural net “leams” by exposire to lots of input aid corre-

sponding output. Once trained, the neural net responds to an input with a likely output. Unlike

rile-based  systems, , neural, networks are incapable_of: giving definite answers. Stimulus-

response robots pioneered by Rodney Brooks at MIT have no memory and no logical decrsuon-
makmg only hard-wired responses to stimulation. =~

.. ""Can & robot be conscious? Can it be not only mtellrgent, but aware in the way that v we are?

i So far artificial intelligence. has never, shown such signs of life. However; if robots eventually

- think fike us, detect and express emotions, pursue their own interests (whatever those are pro-

" Frammed to be) and even make coples of themselves, drawmg a line. between machmes and
*lving thi 33 will be increasingly difficult..” t
" ,/In 1850 the British mathematician Alan Tunng proposed a test to answer the questron

o ‘machmes think?" The Turing test goes - something like this:” :

- "'Ahuman interrogator can ask any question of two subjects whrch are both in other rooms. One
: of these subjects is another person, the other one is a machine such'as a computer —.the mterro-”
- gator must decide which.is which,.The answers are typewritten, so there are no clues from voice
or appearance. What's more, the subjécts don't have to tell the truth, so the computer can pretend
to be human. If the human Interrogator can't tell the difference . between the person and the
machine, then the answer fo the question «Can machines think?» has to be «yes», .

Some scientists see silicon-based life forms as the next step in evolution, replacing carbon-based
ife forms like us. Talk of robots taking over sounds a little stranige, yet many réspectable scientists
(Hans Moravec, Ray Kurzweil; Bill Joy) think it is likely that robots wil play a growrng and even a
dominant role in the future.. Imagrne robots become so intefligent and so capable that we come to,

. rely on them in everythln Useless and trinecessary, humans are graduaﬂy pushed aside. .’

. Some scientists pre et that advances in robotics, genetic engineering and nanotechnology
will lead to a world popllated by super organisms both biological and' mechanical. When we
build machines that are like s, only smarter, stronger and more easily, produced, they say, we
are in fact creatlng our own ‘worst. enemy ‘These machines will develop new forms of thinking
that will be beyond our.com prehension. If we can't understand what we have built, we will not:
be able to control it. The sclentlsts say that we have some 20 years of mtellectuat superiority

- over computers. By that time the robots will have leamt a lot. They wxll deserve the same nghts

and pnvrleges because they will be like humans. :

_,an,

21



l movies that depict super-intefligent robots that fun
_minator, and 2001: A Space Odyssey are a few.

Laws of Robotics” whrch prevented robots from harming people They are:

“smart” cruise missiles (which can be considered robots) are already violating  AsimoV's laiws.

.generated environment called cyberspace; he or she is “inside” a world instead of just observing’

to help people leam to ‘exercise skills under varying conditions — skill§ such' as surgery. dnvmg,l

. ue

o trying'not to'go cross-eyed in front of a page of fuzzy dots. It was great at the time; gbut 3D

- technology has moved on. Scientists know, more about how our vision works than ever before,
‘and our computers are more pawerful than'ever before - most of us have sophlstrcated coms}

_ thm s together, and you'll see how 3-D graphics have ‘really begun to take off,
-'were stunned by the game Castle Wolfenstein 3D, which took placa in‘a maze-like castle. It
- ‘may have been constructed from blocky tiles; but the castle existed In three’ drmenslons - you

~ - could move forward and backward, or hold down the appropriate key and see your viewpoint
" spin through 360" degrees. Back' then, it was revolutronary and quite' amazing. Nowadays, |

2 ‘ l

PSS TP |

We're probably decades away from having to worry about anything more than. runmng out of
batteries. Still it seems clear that big ctianges are coming, and as with any new technology, there
\Mll certalnly be some upintended and qurte possibly unp! easant consequences as robot.egbe%wJ

Y & regular role in our day-to-day lives. But the potential benefits outwergh the risks.

the society is strong and wise enouﬁh to stop ‘abuses without stopping science.”
- *Fear of machines wising up and taking control is not new. Likewise, there's. no ’s‘;lotrtaggi_ of;
a nx, er::

:n_therr human creators

ks clentisl-turned-wnter Isaac Asimov wrote many Sci
characters. In Asimov's stories, the robots were guided by’ a set'of rules, calle

t |1 A robot may not m;ure a human berng or, through mactron allow a human her
o am.

* 2."A robot must obey the orders grven to it by human bemgs, except whe

‘wouldconﬂrctmththeﬁrsllaw B

3.A robot must protect its own exrstence aslong: as l.hls does not confiict with the first two' laws
Allhough ‘Asimov wrote these laws as fiction in the 1940s, before robots existed, they. reﬂect
‘'ongoing concems that some people have about robots. Technrcally .destructive technologres llke

However, i robots do’develop . conscrousness
choose lo__be krnd fo their human creat

ey ‘may’also dévelop ‘conscience, and
Me, we may' where

i 4 Artrf'cral Realrty

Want to take'a lnp to'the moon? Bea racrng car driver? See the world through the eyes of an
ocean-hottom creature or your cat? Soon, without leaving your chair, you will be able to experi-|
ence almost anything you want through the form of Al called artificial reality (Figure 1), also known
as virtual reality and_virtual environments. In Virtual” ‘reality, the, user experiences a ‘computer-

an’image on the screen. To put yourself into’ arfificial realrty, you need special hardware — a
headset called Eyephones with 3-D screens and earphones, ves Called DafaGlo whrch
collect data about your hand movements and recogmze  from hand gestures, ;.-

* The headset includes a head-tracking device to enable the viewpoint to ‘changeas you move
your head. The hardware uses software, such ‘as Body Electric, that. lranslates data into'i rmages
and sound. Aside from entertamment, artficial reality can prowde instructional simulation situations|

ﬂymg erspace operatr nsj polroe work and drsaster management lo name '

me ' How D PC Glasses Work
Only afew! years ago,’ seemg 3D meant peering through a parr “of red-and-blu

ponents‘in our, computer ‘that are: dedicated 'to- producrng realistic’ graphics.. Put those two

ost computer users are familiar with-3-D games.” Back in the: '90s, computer enthusrasts ‘

gamers"enjoy ever more  complicated, graphics -* smoath, three-dimensional environments
complete with realistic lighting'and complex: srmulatrons of real Irfe physrcs grace our screens




But that's the problem the screen. The.game.itself may be in three dimensions,: and .the
player may be able to look wherever he wants with, co tgete freedom, but at the end of the
day the picture is displayed on a computer monitor.., and thal's a flat surface. .

. That's where PC 3-D glasses come in: They're desrgned to convince your brarn that your
monitor is showing a real, three-dimensional object. In order to understand quite how this
‘works, we need to know what sort of work our brain does with the information.our eyes give it.

Once we know about that, we'll be able to understand ]USt how 3 D glasses do therr JOb -

.3- R

: - Seerng in Three Drmensrons Y
Human berngs Irke most other creatures; are ‘equipped wrth two eyes. srtuated ciose to-
gether and ide by side. This positioning means that each eye"has a view of the same*area
-from a slightly different angle. You can check this out by focusing on a distant object and view-
ing through each eye altemately and see how some things seem to change position slightly.

- The brain takes the information from each éye and unites them into one picture, interpreting
*the slight differences between each vrew as depth This produces a three mensronal prcture
 one with height, width and depth.

Itis the added perception of depth that makes 3 D or stereoscoprc vrsron S0 rmportant ‘With

- stereoscopic vision we see exactly. where our; surroundings are in relation to our own bodies,

usually with consrderable precision. We are partrculan good at spotting objects that are mov-

. ing towards or.away from us; and the positioning of our eyes means we can see partially

around solid objects without needing to move our heads. It's easy to see why some people be-
lreve stereoscopic vision to have evolved as'a means of survival. ;

. " Certainly, stereoscopic-vision is vital for. seemrngly simple actions. such as throwrng, catch-

.ing or hitting a ball, driving or parking a car, or even just threading a needle. That's not to say

such tasks can't be managed without 3-D vision, but 2 Iack of depth peroeptron can make

“these everyday tasks much more complex . : .

‘ * A Different Point of Vew T
’ The key to stereoscoprc vrsion is'depth, and our brain_ will happrly take care "of that for us,
providing our eyes are given the right information in the first place. This is exactly how. those
red-and-blue glasses work - each colour filters out part of the image, giving each eye a slrghtly
different view. The brain puts the two different images together and those | !
images are tumed into a fantastic 3-D comic, or movie, or TV show. ~

‘Stereograms, also.known ‘as. Magic' Eye protures, use seemmg|y-random
but rely on the viewer. to cross his eyes in just the right way or to look through the image'
the eyes see just the right part and allow the brain to decode the hidden depth information,

Both methods have their drsadvantages, of coursé - thé red-and-blue glasses make it drfﬁ
cult to show colour in the 3-D image, and vrewmg stereograms is an art in itself. Neither
method is entirely suitable for playing games. .«

Nevertheless, the underlying principle is exactly the same creating and controlling those two dif-
forent points of view. But just how easy is it to créate these two separale images, one for each eye?

,The answer is all about how games are created.:Not so long ago the graphics we saw on
our computer screens was carefully drawn into the computer - every single frame of animation,
every different view of a character. If you wanted a drnosaur rn your game, you sat down and
drew the different views of a dinosaur into the computer. .

- Nowadays, game designers sit down with a 3-D graphrcs package and desrgn their drnosaur
in three dimensions. The computer has a 3-D model of the dinosaur.in its'memory,.and the
game simply works out where the player is looking and draws the. oorrect view of the dinosaur
using the 3-D model. In fact, everythrng you see on your screen in‘a modem: 3-D game is pro-
duced in the same way; the game is like a gigantic 3-D model. The computer'wo out_vrfnat it
needs to display on your screen and generates the appropriate view, . . ..
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“ Since the computer is able to create one point of view, there's no problem shifting the view-
-ponnt slrghtly and creating another point of vrew And after that, all you need is a  way to get the
correct lmage to the comect eye S

I
1
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L TR Gettm Synched ' :
j . lts all dowu to the power of llqutd crystal dlsplays. or LCD. Just like the quurd crystal in a
watch can be’ changed from transparent to black, the lenses of PC 3-D glasses can be trans:
parent or opague; In other words, the glasses can control which eye sees the image on the
screen, and with careful timing you've got perfect 3-D. Here's how it happens: .- |
;1. The images are prepared by.the computer and dlsplayed -“Two |mages are generated‘
representmg the views seen by each eye.- . .. ; l

-Both of these views are presented on the screen in rapld sequence '

2. While the left view is presented, the right eye is bIocked by the. LCD glasses Slmllarly,
‘when the right view is presented, the left eyelis blocked. - .-

All of this happens s0 quickly that the brain is entirely unaware of the two | rmages mergtng together
into a stereoscopic view. This is the same thing as when we watch a film using an old fi lm projectot
andthe sequenoe of still images flickering onto the screen merges together fo form amovie.

73+ A Brief History of 3-D Glasses - : o

So we've seen that although there might -be something c0mplex gomg ‘on behrnd the
'scenes, with the right equipment we can just sit back and let our eyes do the work: Of course;
the technology wasn't always so srmple, there have m fact been four generatxons leadmg up
to today’s 3-D glasses. :

The first generation modified the games themselves to make them oompahble wrth stereoscoplc
3-D The game creators had to specifically support each type of LCD glasses — hardly an'ideal situa-
-tion: There was no guarantee that the glasses you'd bought would work with your favourite game As
you can imagine, that didn't appeal to many people; so one more solution was developed. - -

This second solution was to override the game, actually taking over the computer screen
and altering what was displayed. As far as the game was concerned, it was just doing what it
normally did, except, of course, that some of the computer’s time was, taken up processing the
image to make it 3-D. The result was slower performance and lowresolutton btocky lmages lt
did work with hundreds of games, though, it was a definite improvement. -

‘The third generation worked in a similar way, modifying the graphics dnver, but also’ mam-
taining the resolution of the images. Unfortunately, it wasn't oompatrble wrth many games
though it was a definite forerunner to the 3-D glasses we have. nowadays.” |

In the fourth-generation models, compatibility is hngh ‘the complicated work is. done by the
graphics card, and the lightweight LCD glasses flick so raptdly between the two i |mages “that all
we see ns crystal-clear 3-D tmages 1

5 Pattem Recognltlon
lmage Processmg ‘I’echnologlec

. Pattemn Recognition . .. -

Pattem recogmtron isa branch of machine leaming. It can be detined as the act ot takmg i
raw data and taking an action based on the category of the data. ,
. Pattem recognition is an important.field. of ‘computer. science concemed wlth reoogmzm
pattems, particularly visual and sound pattems‘ i is central in optrcal recognmon VOIce [
nition and handwriting recognition. = < = .t - i
“ltsa pmoess of identifying:a stimulus, recogmzmg a correspondence between a strmulu
and information-in permanent (LTS) memory. This process is often‘accomplished with incom
plete or-ambiguous information: Many vanatrons ona pattem may be recogmzed as the samy
object or a class of objects. .
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Most research - in pattem recogmt:on ts about methods tor sy
nsupemsed leaming. - =" = A £
Pattem recognition- aims to dasstfy data (pattems) based on: eather a priori knoudedge oF on
tatistical information extracted from the pattems, The pattems to be classified-are-tsually gro‘ups :
»fmeasurements or observations, defining points in an appropriate multidimensional space. :

-A complete pattern recognition system consists of a sensor that gathers the observahons to
e classified or described; a feature extraction mechanism that computes numeric or symbolic ;
rformation from’the observat:ons and a classification or-a description scheme that does the-.
«ctual job of classifying or descnbmg observations, relying on the exiracted featires. - «-

. The classification or description scheme is usually based on the availability of a set of pattems !
hat have already been classified or described: Thiis set of pattems is termed the fraining set and -
he resultmg leaming strategy is characterized as supervised. !eammg Leaming can also be’
insupenvised, in the sense that the system is not given. a-priori labelling of pattems, mstead it
sstablishes the classes itself based on the statistical regularities of the pattems. .

* The ‘classification or description: scheme usually uses one of .the ' following’ approaches
statistical (or decision theoretic), syntactic (or’ structural). Statistical pattér recognition ‘is”.
»ased on statistical characterizations of pattems, assuming that the pattems are generated by
1 probabtltsttc system. Structural “pattem  recognition ” is’ based on  the* structural
nterrelationships of features.. A" wide ran‘ge of algorithms. can’ be ‘applied for~ pattem~"
ecognition, from very simple Bayesian classifiers to much more powerful rieural networks. -~ *

- Holographic associative memory is another type of pattem matching scheme where target small “
aatterns can be searched from a large set of leamed pattems based on cogmtnve meta-weight.*

“Typical applications are-automatic speech- recognition,” classification of-text-into severai
,ategones {e.g. spam/non-spam e-mail messages), the automatic recognition ‘of handwritten '
postal codes on postal envelopes, or the automatic recognition of images of human faces. The
last two examples form the subtopic'image analysis- of pattem recogmt:on that deals wuth
d:gttat images as anut to pattem recogmtion systems..” - - s

lPattem recognmon is studted in many ﬁelds, includn g psyohology, ethnology and com uter :
sclence : i

A

sed leamlng and '

»L«4

tmage Proeessmg Technologies

The long-term goal of most advanced computer vendors is to create systems that are capa-
blé of handling compound-documents that.integrate data from different applications .- text,:
data, spreadsheet; graphic, image, and voice information - into a cohesive information system
Compound document systems conceivably aflow an. architect, for example; to: . - ._

1. Tum on the system and orally ask it to dnsplay sketches of a new amusement palk whlch
are ‘stored in the database - ' : . L

-2, Combine these sketches with photos of three pmposed sntes . ‘

3. Attach a written purchase order. .. s e :

"4:Add a short oral note asking for comments . J ‘ ' o

5. Send the whole package electronically across the oountry to the client's office”

-While such futuristic document systems will-not-appear ovenight, some compound tech-
nologies, such as word processing and spreadsheets, are well estabhshed Other technologtes
such as image and voice processing may not mature for many years.. - = -

Bet};'igmng computer users are often surprised by how difficult it is to combme drawmgs, raphlcs :

tographs into documents. The technical problems arise from the huge amount of storage .
spaoe required to store graphm for example, while one page of a text requires about two kilobytes-
of storage, an 8 x 10-inch photograph can require several megabytes—enough computer. space to-
hold two or three thousand pages of a text. Image processing systems that allow users to manipu-
late images in databases and combine them vath a text ate slovdy matunng, however. and mll
come more common throughout this decade. - ) SR
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Curvent image systems often employ workstations-and laser printers; in addition, they may com- :
municate with other devices via local and wide area networks. Theyoftenoontahspecrdrzedde.;
vices such as scanners<{devices that convert pictures and text into machine-readable information), :
. oplical disks {platters about the size of long-playing reoordsthatwncontanabout«tOOOOpagesof-f

images and a text), and jukeboxes that manipulate optical disks to process images.:
- A good image processing system also-contains software that allows users to rndex. com-
- press, edit, annotate, cut; paste, and route image information.: In- addition, image processrng‘g
systems often ‘contain word processors that allow users to combine texts and graphics. -
Formagesystemstomkeffechvelymorgamzatrons threetedmologredhurdlesmustbeover-'?
“come: data transfer rates must increase, usersnmstbeabletomtetooph@rﬁsks,andsoﬂwaret
molswpabbofrnwgmmgmagesmmotherofﬁoemfonnauonneedtobedevebped i

A facral lecognrtron system isa oomputer—dnven applrcatron for automatrcally rdenufyrng al
person from a digital i image. It does that by oompanng seleoted faoral features in the lrve rmage i
and a facial database. :

.Itis typically used for secunty systems and can be oompared to other brometncs such as
ﬁngerpnnt or eye iris recognition systemis :

"Poputar recogpition algorithms mctude etgenface ﬁsherfaoe, the Hidden Markov model and !
the neuronal motivated . Dynamrc Link- Matchrngt A newly emergmg trend, clarmed to' achreve 3
previously unseen accuracies, is | “three-dimensional face recognition. Another ‘emerging trend
uses the visual details of the skin, as captured in standard digital or scanned images. .Tests on |
the FERET database, the. wr,dely used: mdustry benchmark, showed _that:this-approach ls_.-f?
substantially more reliable than previous algorithms.: - - .. - e

In the 2000 presidential election, the Mexican- govemment employed acra, recogmtron
software to prevent voter fraud. Some individuals had been registering to vote under several!
different names,-in-an attempt to-place. multiple. votes.- By comparing new facial rmages to
those already in the voter database, authorities were able to reduce duplicate registrations.:.
Similar technologies are being used in the United States to prevent people from obtaining fake
identification cards and driver’s licenses: 5§ 117

There:are also"a’number-of potential uses. for facral reoogmtron that are currently berng
developed “For’example, - the techriology ‘could ‘be~used as'a-security measure at ATM’ o
instead:of using'a bank card or personal identification number, the' ATM:would capture an:
image of your face, and compare it to your photo iri the bank database to confim your identity.
This same concept could also be applied to computers; by using a webcam to capture a drgntal
Image of yourself, your face could replace your password as a means to log-in.

Despite the potential benefits of this technology, many citizéns are concemed that their | pnvacy
will be invaded. Some fear that it could lead to a “total surveillance society” with the govemment and
other authorities havmg the ahility to know where you are, and Wwhat you are doing, at all imes.*

. w Early Development.
Dunng,-1 964 and 1965 tBledsoe -along with Helen Chan Wolf and Charles Brsson . rked on
using the computer to recognize human faces. He was proud of this work, but because the funding
was provided by an unnamed intefligence agency that did not allow much publrclty, little of the work
was published. Given a large database of images and a photograph, the problem was to select from
the database a small set of records such that one of the image records'matched the photograph.
The success of the method could be measured in terms of the ratio of the” ist thenum
of records in thé database; Bledsoe described the following difficulties.:. - ; -
*~This recognition problem is difficult because of- the reatvanabrllt in head rotation and tilt,
lighting intensity and angle, facial expressron, aging, etc Some other attempts at facial recog-
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ntron by machme have allowed for lrttle or no vanabrllty in these quantrtres Yet the. method of
sorrelation (or pattem matchmg) of unprocessed optical data, which is often used by some re- .
searchers, is certain to fail in cases where the variability is great In particular, the correlation i rs
very low between two pictures of the same gerson with two different head rotations. ., ot
+This project was labelled man-machine because the human extracted the. coordin: s.of a-
set of features from the photographs, .which were then used by the computer for recognition,
Using.a graphics tablet-(GRAFACON -or: RAND TABLET), the operator would extract, the -
coordinates of features such-as the center_of pupils, the inside comer of eyes, the.outside.
comer.of eyes, point of widow's peak; and so on.:From these coordinates,” a list. of 20 .
distances, such-as width of mouth-and width of eyes, pupil to pupil, were. computed These -
operators could process.about 40 pictures an hour. When building the database, the name of -
the person in the photograph was associated with the list of computed distances ‘and stored in
the-computer. . In :the" recognition phase, - the - set. of - distances  was . compared : with the
carresponding distance for each photograph, yieiding a drstance between the photograph and
the database record: The closest records are returned. . E
. This brief description is an oversimplification that fails in. general because |l is unlrke Y. that
any two pictures would match in head rotation, lean, tilt; and scale (distance from the camera
Thus, each set of distances is normalized to represent the face:in a frontal orientation.
accompllsh this normalization,"the program first tries to determine the tilt, the lean;:and. the
‘rotation. Then, using these angles, the computer undoes the effect of these transformations on -
the: computed distances. To compute these angles, the :computer. must. know. the three-
‘dimensional geometry of the head. Because the actual heads were unavarlable, Bledsoe used
a standard head derived from measurements on seven heads. . -~
i+After Bledsoe this work Was continued at the Stanford Research lnstttute, pnmanly by Peter
.Hart In.experiments ‘performed on ‘a- database’ of over 2000 photographs, the computer
consrstently outperformed humans when presented with the same recognition tasks. . . <=
- Among the different biometric techniques facial recagnition may not be the most: reﬁable
and efficient but its great advantage is that: it-does: not require aid from the. test.subject.
 Properly designed systems installed in airports, multiplexes, and other public places can detect
~presence of criminals among the crowd. Other biomelrics. like ﬁngerpnnte -iris,-and_speech:
. Tecognition cannot perform this kind of mass scanning. However, questions have been raised
the eflectweness of facral reoogmtlon software in cases of rarlway and arrport sewnty g

b A Handwntmg Reoogmtron '

-The techmque by which a ‘computer system can recognize characters and other symbols
wntten by hand is natural handwriting. The technology is used for identification and also on de-
vices such as PDA and tablet PCs where a stylus is used to handwrite on a screen, and then
. the computer tums the handwriting into a digital text. -

Handwriting recognition is the ability of a computer. o receive mtellrgrble handwntten mpuL
The .image of the writlen text may be sensed “off line” from a piece of paper by optical
scanmng (optical character recognition).. Altematively, the movements of the pen trp may be
sensed on line”, for example by a pen-based computer screen surface. ... -

- Handwrifing - recognmon principally “entails -opfical - character reoogmtron However. a
oomplele handwriting _ recognition . system . also : handles -formatting, performs -cormrect
segmentatron into characters and finds the most plausible words

: On-lrnerecogmrron
Onlme handwriting recogmtron mvolves the-automatic conversion of texts as they are

writien on a special digitizer or PDA, where a sensor picks up the pen-tip movements X(t), Yt
as well as pen-up/pen-down switching: That kind of data is known-as. digital ink and can be
regarded as a dynamic representation of handwriting. The obtained-signal is oonverled mto
letter codes which are usable within computer and text-processing applications. - :

7



The elements of an on-line handwnhng reoogmtron mterface typlcally include:
--a pen or stylus for the user to write with. - :
.. atouch sensitive surface, which may be mtegrated wrth or ad acent to an output dtsplay

« a software application which interprets the movements 0 the stylus across the wrmng
surface, transtating the resulting curves into digital texts. -

Handwriting ‘recognition is-commonly used as.an mput ‘method-for: PDAs The ﬁrst PDA to:
provide witten input was the Apple Newton, which:exposed.the public to-the advantage of a.
streamlined user interface. However, the device was not a commercial success, owing-to the-;
uneliability of the software, which ried to leam a user's writing pattems. By the time of the release
of the Newton OS 2.0, wherern the handwriting recognition was greatly improved, including unique::
features still not found- in-cument recognition systems such' as’ modeless -error comection, the *

largely negative fi first impression had been made. Another effort was Go's tablet computer using
Go's Penpoint operating system and manufactured by various hardware makers such as NCR and -
IBM.. IBMs Thinkpad tablet computer was based onPenpoint operating system and used IBM’s
handwriting recognition. This recognition system-was later ported to Mlcrosoft Wrndows for Pen, '}
and IBM's Pen for 0S/2. None of these were commercially successful. - :

-Palm later launched a successful series of PDAs based.on the Grafiit recogmtton system
Grafﬁtt improved usability by defining a set of pen strokes for each character. This: narrowed

Fossrbtltty for erroneous’ rnput although memonzatlon of the stroke patterns drd increase .
ieaming curve for the user.

A modem handwriting reoognmon system can be seen in Mlcrosoft’s versron of Wrndows Xp:
operating system for-Tablet PCs. A Tablet PC is a special notebook computer that is outfitted with a -
digitizer tablet and a stylus, and allows a user to handwrite texts on the unit's screen.: The operating:
system recognizes the andwntrng and converts it into a typewritten text. Notably, Microsoft's system
does not:attempt to leam.a user's writing pattem and. instead maintains an intemal: recognition |
database containing thousands: of possible letter shapes.: This. system is-distinct from the lesst
advanced handwriting recognition system employed in its Windows Mobile OS for PDAs. :

In.recent years several attempts were:made to J)roduce ‘ink pens. that mclude drgltal
elements, such that a person could write on paper, and have the resultmg text stored drgrtally :
The success of these products is yet to be determined.

-'Although handwriting recognition is an input form that the publtc has become accustomed to, |t
has not:achieved widespread: use in ‘either- desktop computers or’laptops.. It.is still generally
accepted that keyboard input is both faster and more reliable. As of 2006 many PDAs offer
handwriting input, sometimes even:accepting natural cursive handwriting, but accuracy |s stlll a
problem .and some people shll find evena simple on-screen keyboard more eflicnent

' ' Off-line recogmtlon PSR
Otf-lme handwnttng recognition involves the aufomatic conversion of texts inan |mage I(x y)
into letter codes which are usable within computer and text- processrng appltcatrons The data
obtained by this form is regarded as a static representation o handwriting.
‘The, technology Is successfully used by businesses which process Iots of- handwntten
documents, like insurance companies. - The - ?ualtty of recogmtron can be substantlally
mcreased by structurlng the document (by usmg rrns)

§

~ 8. Natural Language Processln|
Speech and Voice Recognltlon

Natural Language Processing

The goal of natural language processing is to enable the computer to commumcate wrth the
user in the user's native language, for example, English, The primary difficulty in rmplementrng
this kind of communication is the sheer complexity of everyday conversation, For example, we
readily understand the sentence “The spirit is willing, but the flesh is weak”.. One natural lan-
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uage processing system however, understood this sentence to mean “The wine is agreeable,
ut the meat has spoiled”, It tums out that the System must have access to'a much farger body :
f knowledge than just a dictionary of terms. eople use their world knowledge to help them*
nderstand what another person is"saying.: For. example,”we know the" question “Coffee?”
1eans “Do you want a cup of coffee?” But a com have drfﬁculty in understandmg
ns one-word question. - PO
 Most existing natural language systems-run-on Iarge com uters';.however, scaled~dcwn ver--
jons are now available for microcomputers, Intellect, for example is the name of a commercial
roduct that uses a limited English vocabulary to help users query databases on both mainframes
wid microcomputers. One of the most successful natural language systems is LUNAR, developed
2 help users analyze the rocks brought back from the moon. It has access to detailed extensrve
rrowledge about geology in its knowledge database and answers users’ uestions, -
“.The use of natural language on microcomputers isn't limited to database programs. ln 1985
:NP Corporation introduced a product called HAL:to the users of the Lotus 1-2-3 electronic
ipreadsheet package. HAL interprets all the user's typed requests and then instructs the*1-2-3
yrogram to execute the appropriate commands. HAL: contains a limited amount of artificial in- -
elligence that interprets sentences the user types in colloquial English. HAL understands more
han just 1-2-3 terms; it knows quite a bit about microcomputer processing in géneral.
= Artificial rntellrgence has the potential to solve many problems; however, it may create some’
15 well. For “example, some people think that Al is dangerous because it does not address the
sthics of using machines to make decisions rior does it réquire machines to use ethics as part
of the decision-making process. However, in spite of these concerns, Al has been used to de-!
/elop yet another system - the expert system - to 'support decision makrng in many areas.+
*A| reséarch has led to the development of oomputers that can understand srmple written in-
:tructlons with limited vocabulary, such as “List all widgets sold in’ July™. This is an improve-'
ment over conventional programming languages but rt is lmrted b the small number of Eng-’
ish words that the computer can digest. Co )
- Artificial intelligence software is also being: mcorporated rnto speech reoogmh systems
hat make computers more user friendly. Systems that permit executives to access their data’
sases without entering commands on the keyboard and that enable disabled pérsons’to con="
rol computers ‘are available. Other " applications -include “automatic dialers. for" cellular car
shones, thus enabling the driver to keep at least one hand on the wheel, and systems that fa
ilitate inventory control in factones and baggage handlmg at auports o

S Speech Recognmon v -
‘Automatlc speech recogmtron is the process by which a oomputer maps an aooustrc speech
slgnal to texts, to some form of abstract meaning of the speech. - N
A 'speaker dependent speech recognition system'is. developed o operate fora’ slngle
speaker These systems are usually easier to develop, cheaper to buy and more accurate than:
but not as flexible as speaker adaptive or speaker independent systems.. ;
speaker independent system is developed to operate for any speake f a particular. type
(e.9: American'English), These systems are the most difficult to’ develop; most expensive and
accuracy is lower than speaker dependent systems. However, they are more fléxible. i
.. A 'speaker adaptive system I developed to adapt its operation to the characteristics of new speak- :
ers. Its difficulty lies somewhere between speaker independent and speaker dependent systems, - .-
The size of vocabulary of a speech recognition system affects.the complexity, processing, - -
equrremenls and the ‘accuracy of the system. Some’ applrcatrons only require a- few words-
(.. numbers only); others require very large dictionaries (e.g. dictation machines). There are’
no established de nitrons, however, we can define; small vocabulary - tens of:words, medium
vocabulary hundreds of words, large vocabulary thousands cf words very large vocabulary
- lens ofthousands of words. .~ e SR
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. An isolated-word system operates on single words at a time - requiring a pause between.
saying each word, This is.the simplest form of recognition to perform because the end points

are easier.fo find-and the pronunciation of a word tends not affect others. Thus, because the -

occumrences of words are more consistent they are easier to recognize..-- ...

..A continuous speech:system operates on speech in which words are connected together, .-
i.e. not separated by pauses. Continuous speech is more difficult to handle because of a vari- -
ety of effects. First, it is difficult to find the start and the end points of words: Another problem -
is-~'co-articulation”. The production of each ﬁhoneme is affected by the production of surround-
ing phonemes, and similarly the start and the end of words are affected by the preceding and .
the . following . words. . The recognition.of continuous . speech.is-also affected: by the rate of.

speech (fast speech tends to be harder).. = ., .. - v , :
- There are two uses for speech recognition systems: = . = = . .. - ... ;
- Dictation - translation of the spoken word into written text. -.-. - '

Computer Conlrol - control of the computer and:software. applif;'ationét byspeakmg com-

ma'lds-'g GoL - Rt o TN s
.. Speech recognition is one of the desired assistive. technology systems. -People believe
speech recognition is a natural and an easy method of accessing the computer.-: ...
" Talking to-a computer is not the same as talking .to a person. Understanding spoken fan-
guage is something that people often take for granted. Most of us develop the ability to recog-
. hize speech when we're very young.-We're already experts at speech recognition by the age of
three or so, When people first start using speech-recognition software, they might be surprised
that the computer, makes mistakes. Maybe unconsciously. we compare the computer.to another
- person. But.the computer.is not like a person. What the computer does-when:it listens to
sdpeech.-is different from what a person does. The-first challenge in:speech recognition- is to
identify what is speech:and what is just noise. People can filter-out noise fairly easily, which
lets.us talk to each.other almost anywhere. We:haveconversations in busy trainstations,
across the dance floor, and in crowded restaurants. It would be very dull if we had to sitin a
quiet raom every-time we wanted to talk to each other!-Unlike people, computers need help
separating speech sounds from other sounds..When you speak to a computer,.you should be

‘in:a place without too much.noise.-Then, you must speak clearly into a microphone that has

.

been placed in the right position. If you do this, the computer will hear.you well; and will not get

confused by the other noises around you. .- .. e T e et T
- A second challenge is to recognize speech from more than one speaker. People do this
very naturally. We have no problem chatting one’'moment with Aunt Grace, who has a high,
thin voice, and the next moment with Cousin Paul; who has a voice like a foghorn. Peaple eas-
ily adjust fo the unique, characteristics of every. voice. Speech-recognition software;.on the
other hand, works best when the computer has a chance.to ‘adjiist to each new speaker. The
process of teaching the computer to recognize your .voice is called training”. The training
process takes only a few minutes for most people, For a small percentage of speakers, extra
training can significantly improve results. If, after you begin using the program; you find that the.
comruter is making more mistakes than you expect, additional training 'may help.” Another:
challenge is_how to distinguish between two or more, phrases that sound alike. People use
common sense and context - knowledge of the topic being talked about - to'decide whether a
--speaker said “ice cream” or ‘I scream’,- Speech-recognition programs ‘don't understand what
words mean, so they can't use common sense the way people do. Instead, they keep track of
how frequently words occur by themselves and in the context of other words. This information
helps the computer choose the most likely word ‘or phrase from aqungi ‘several possibilities.
Finally, people sometimes mumble, slur their words,'or. leave words out altogether.: They as-
sume, usually correctly, that their listeners will be"able to fill in the gaps. Unfortunately, com-
puters won't understand mumbled speech or missing words. They only understand what was
actually spoken and don't know enough o fill in the gaps by guessing what was meant. To un:
derstand what it means to speak both clearly and naturally, listen to the way newscasters read
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the news. If you copy this style when you use Dragon Naturally Speakmg, the prggram should
successfully recognize what you say. One of the most effective ways to make spee: nition
wonkbettenstopra:hoespedongdeaﬂymdevmlyvhenyoudlctate Try thmking aboutwhat
youwmttowybefueyoushttospwk.Thlsvmlhelpymspeaklnlmger .more _natural
phrases. Speak at your nonmal pace without slowing down. W moﬂwrmhamgo‘wble
in understanding vm spealmg more slowy usually heips. It doesn't help,
unnatural pace you're talking to a computer. This is because the program listens for or predict-
able sound paitems when matching sounds to words. If you speak in syllables Dragon Naturally
Speaking is likely to transcribe each syllable as a separate word, With a little practice, you will de-
velop the habit of dictating in a clear, steady voice, and the oo;?)uter will understand you better.
When you read this fraining fext, Dragon aturally' Speaking. adapts to.the pitch and volume of
your voice. For this reason, when you dictate, youshouldconbnuetospeatatmepnd)and vol-

are speaking with right now. If you shout or whisper when you dictate, Dragon Naturally
Spea))g\g won't understand you as well. And last but not the least, avoid saying extra fittle words
mu really don't want in your document, like.“um” or “you know' The computer has no way of

owing which words you say are important, so it simply transmbes everylhmg you say _

. Voice Recogmtion '

Voice recognition i is the ﬁeld of computer science that deals with: des'gmng computer sys-
tems that can recognize' spoken words. Note that voice recognition implies -only. that the
‘computer can take dictation, not that it understands whatis beg‘)ig said. Comprehending human
Ianguages falls under a different field of computer science called natural language processing.
number of voice recognition systems are available on the market. The most powerful can
recognize thousands of words. However; they generally require an extended training session
'during which the computer system becomies- accustomed to a pamcular vo:ce and accent
'Such systems are said to be speaker dependent.
' Many systems also require that the speaker speak slowly and dlstmctly ancl separate each
‘word with a short pause. These systems are called discrefe speech systems. Recently, great
_strides have been made in continuous speech systems - voice recogmtton systems that allow
fyou to speak naturally.
There are now several continuous-speech systems available tor personal oomputers 3
Becausg of their limitations and high cost, voice recognition systems have tradmonally been
‘used only in a few specialized situations. For example, such systems are useful in instances
- when the user is unable to use a keyboard to enter data because his or her hands are occu-
‘pied or disabled. Instead of typing commands, the user can'simply-speak into a’headset. In-
- creasingly, however, as the cost decreases’ and- performance improves, speech reoognmon
 systems are entering the mainstream and are bemg used asan altemahve to keyboards

{

: == Voice Processing Technologles R
: Lnke |mage promsmg systems, voice technologies —audio | response and vonce reoognmon
-~ are sfill in the early stages ‘of development. When these-technologies mature, researchers
expect them to become a major method for users o oommumcate wnth each other and \mth
mputersystem components. *- -~
oice processing technology tums analo ca? or sound 3|gnals into d)gttal :ntonnabon that

- machines can understand. This process is called voice input or Voice recognition. The technal-
:"ogy must then be able to in emret the digital information so that it can be output in a meaning-
-ful form. It may e output and prowde a meamngful audto response that ss, tum
v lhe digital mfonnahon lnto analog sugnals : o ;
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: ’ “ Audio Response Devices -« ' :
Promrsmg audro response é?lso called voice output) technologies are voroe store-and
forward systems and voicé esis systems. - © ¢ ¥
.+ “Voice Store-and-Forward ms. Voice store-and- forward systems tum analog voice slgnals
into_digital format so that voices can be stored, retrieved;"and " distribiited like any other-fomn of
electronic information; A common store-and-forward system is"a voice response System that tums
words‘into digital information; compresses the digitized words, stores them in libraries of words
and phrases, and later uses these words to build responses.: The key part of a voice response sys-
tem is the algorithm used to combine the words and phrases back into meaningful responses.
“You have probably used oné voice _response system many times. most local telephone
company directory ‘assistance-programs provide digitized: directory information. The directory
contains a database of telephone numbers and recordings of the first ten digits; zero through
nine. To hear a teléphone number, the operator identifies the requested number and the sys:
" tem then “speaks” each dngtt to you. More sophisticated algorithms can ‘combine phrases from
a database of 2,000 to 3,000 words into simple sentences.

Voice Syntnesrs Systems Voice™ synthesis systems tum dtgrtal information into sound
waves - an audible voice. Unlike voice response systems, which have a limited vocabulary,
.voice synthesis systems have a potentially unlimited vocabutary Instead of storing words, a
. voice synthesis system stores the smallest units of sound used in speech (called phonemes)
. and uses a set of algorithms to put these basic sound units back together into words. Voice

synthesis technology has two basic limitations: currently, the sound- qualrty is poor, and it re-
qurres a heavy share of processmg memory and secondary storage space ,

- .. Voice Recognrtxon Devices .

Whrle voice output technologles are complrcated they are retatrvely snmp
to voice recognition systems. ' ;

+ Voice recognition tums human speech into- a somputer-readable code Because people talk
m such hurried and varied ways, voice recognition technologies are extremely complex. Re-,
searchers may design voice nition systems to be speaker-dependent (or mdependent) to
recognize discrete (or contmuous% speech, orboth, - 4

Speaker-Dependent Systems. Speaker-dependent systems require users to trarn the sys-
tem to-recognize their specific speech profiles..To train the system, a user speaks into a mi-
crophone,_ pronouncing each word he or.she wants.the system to recognize. Once frained,
such a system recognizes only the intonations of the user it is trained to recognize - a secunty
benefit in some cases, since it limits access to the system. For example, a system trained by
an East Indian user who speaks English with a Hindu accent will probably not understand an-
other user who speaks English wrth a British accent. Speaker-rndependent systems allow any
one to use the system without training the system first. ~ -~
" Discrete Recognition Systems.Discrete recognition: systems require the user: to pause
(possrbly for only a fraction of a second) between words to help the system identify word

breaks. Continuous recognition. systems enable users o speak rn a nonnat cadence w:th
words running into one another... .-

As shown in Table 1, four different oombrnatrons are possrble in a voice reoogmtron system
Curently, the most accurate’ systems are speaker-dependent and_ discrete; the most inaccu
rate are independent and continuous. To be effective in computer systems, voroe recogmtron
technologres must eventually become independent and continuous.. - - ..,

~Techmeal sslowmdevelopmgﬂwesesystemsbemseofmemmrsompbmesn
volvedl amdoontmwssystemsneedtobeabletoprooesslagemdoormlexvocabo
laries, since a literate person’s vocabulary may contain 100,000 words. In addition, people talk quickly
generallyuplnabwtt«iSwordsamﬂe mdﬂ'reyottenrun wordsandsoundstogetw

Researchers estimate that a fully independent/continuous system will not be developed unti
the mid of the century at the earfiest. _ .
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= Table 1 Combtnatrons of technologies in a vouce recognition systent, ;"%
s rrt-Voice Recogmhon Systems R Bt
*“Independent- - ~ Dependent

. Reoognizes . IndependentlDtscrete S DependentlDrscrete
. Discrete” |- Any user speaking dlstmctly ) One user, speaking dastmctly
" .| Currently most accurate. .
Recognizes Independent/Contrnuous . Dependent/Continuous :y :
+ Continuous Any user, speaking naturally One user, speakmg natural}y
Idea system. - oo R RE
Currently most maocurate ,

9 Affectlve Computmg
Emotion Recognition

( : C - 1 Know How You Feel

' As he hammers away at the ke} ys ‘the synthetlc voice of his computer mtenupis Lo
. ‘I can tell from your pulse rate, Dave, that you're upset. Why don't you take a break?”

" 9'm not upset and I'don't need a break" ‘Dave says, lifting his hand.off his motise and mb~
bmg his thumb. “'m in a hurry, that's all. Wh y don't.you check your.other. sensors?" :

Dave takes a tissue and wipes down his mouse. The electronic rodent is packed. with sensors
that with every click, monitor his puise, teriperature and the’ electrical conductivity of his skin., -

* “Your other signs, Dave, support my conclusion”, chirps the voice. “But | carmot gei a clear
/mage of your face or a voice imprint, so | ¢annot refine my prediction”. .
«.-Tm somy that | stare down at the keyboard when | type. And I'm not. goi g o g:ve you a
runmng commentary on what I'm domg just so you can monitor my voice. I thit were go:ng fo
need another calibration session with the mouse once this is finished”. . .

‘Today, many people spend more time interacting with computers than- wrth other humans
Not that computers notice: they are indifferent to our attention, ob]nvrous to whether we love or
hate them - and completely blind to our personal moods.

. But how much better would it be if they knew how we fett" Take the way your oomputer is set
up You spend long hours tailoring the “one size fits all” interface to your needs. You get everything
just as you like it when it's time to upgrade. While it's good that people can choose how their ma-
chine is set up, says Roz Picard of the Massachusetts Institute of Technology, the burden should
not fall on them to make all the changes: “The machine could .customize itself to their liking the
same way a dog customizes his behaviour to your whacking him with the newspaper”. The com-
puter should recognize whether or not the user Bikes what it is don;# and adapt its behaviour ac-
cordingly, says Picard, who is a pioneer of the new science of © mputing.'And a re-
sponsive, self-altering ‘intesface is just the-beginning. A machine that'is able to detect, respond
sensmvely to, and even tratsmltanenmhonal state offers endless newowortunmes ' :

' Readmg your emotions_ * '
If you think you don't get' ‘emotional in front of a keyboard, ]ust remember how you reacted
the last time your computer crashed or a Web page wouldn't download. Researchers at IBM's
Almaden labs in San Jose, California, have monitored people using everyday. applications -
such as spreadsheets and e-mail, and found emotional responses on average once every two
minutes. By observing facial e ns and eye and hand movements, they. identified re-
sponses such as frustration and boredom, happiness and when people were interested in what
they were doing. “Emotions like these play a critical role in perception, decision-making, soaal
behawour, leaming and memory,” says Myron Flickner, a member of theJBM team.-
i~ The first essential for an affective computer is some way to read our emotional signs. Video
cameras and microphones can capture expressions, gestures and intonations: But these give
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only part of the picture. As every. poker player knows, it's Rossrble to hide many outward SIQHS
of emotion. Another approach, then,’Js to search:for physiological signs, such as clammy
palms or a racing pulse, which- -gre more difficult to drsgurse These are the changes that the
“lie detector”, or polygraph; is designed to pick up. .. .

AtM(T's Medra Lab, researchers have desrgned the egurvalent of a polygraph for computer us-
ers, which measures heart and breathing rates, skin conductance and muscle tension. In one set
of experiments, Picard, Jennifer Healey and Elias Vyzas took readings as an actress expressed
eight emotions ranging from anger to romantic love and reverence. The machine easrf%{ picked out
changes in the strength of the physiological signals - the level of arousal - but it had di culty telling
the “valence” of the actress's emotions - whether they were positive or negatrve

This presented a problem because emotions as different as'joy and grref both pushed up
the body’s signals. So without an idea of valence, they looked similar. erewrse, hate and pIa
tonic love looked similar, this time with low levels of arousal. , ‘

“Sory to interrupt, Dave, but 1 think we, have a problem s ‘

“What is it now?”

“I know that your present actlwty causes you stress, but your srgnals suggest that  you have
exceeded your normal stress levels and are now experiencing anger.” . - :

‘I am not angry. My stress level is probably high, but this piece has got me qu;te excited.” -

While overall levels of arousal proved less than ideal for their needs, Picard and her colleagues
had more lick when they looked for associations befween individual physlologrcal signs and emo-

tions. Their latest findings show, for example, that anger has a distinctive pattem of high muscle
tension, increased heart rate and deep breathing, while grief leads to low skin conductivity and
less ra‘prd shallow breathing. By homing in on such pattems, the researchers found they could drs
tinguish between all eight emotions with around 80 per cent accuracy.

All supposing that this physiological approach can be made to work for more people and for
more, “real” emotions, there is another problem that needs to be solved if it is ever to-become
wrdely used - the intrusive nature ‘of the'sensors.’ Picard and her colleagues use one belt,
strapped around their subjects’ chests, to measure breathing rate, and anothér fitted with elec-
tromyogram sensors across the back or jaw to measure muscle tension. They then tape sen-

-sors to the fingers to-monitor pulse and skin conductance. Peopte wont be wrllmg to don ﬂus
type of gadgetry at home or work. Or will they?:

‘The Media'Lab and-one of its sponsors,British Telecom ‘are Iookrng ahead to the era of
“‘wearable computers” in which smart devices will be fitted inside. belts,caps, ‘watch  straps,
shoes and so on. These will touch the body as a matter of course and with the correct sensors
will be able to pick up our emotional signals. Picard and Healey have also worked on designing

“affective jewellery”. Prototypes include earrings that monitor pulse rate, and rings and brace-
lets.that measure skin conductance: These.baubles inform the computer of their readings via
infrared transmitters. At IBM; Flickner and his colleagues have taken another approach by em
bedding sensors in a mouse to'measure heart rate, temperature, skin conductance and the
pressure that people exert when pushing and cIrckmg :

While physiological signs show promise for: telling, how somebody feels researchers have
not forgotten the behavioural cues that we humans rely on so much. Alex Pentland ‘who worls
down the conidor from Picard, and' Irfan Essa, now at the Georgia Institute of Technology in
Atlanta, have built a system that recognizes facial expressions. It tracks the movement of indi
vidual plxels in'a video image of a face and transfers them onto a virtual face that has a full set
of functioning muscles. When a subject smiles, the model copies, and the software calculates
which muscles need to expand and oontract to produce that movement From these pattems,
recogmzes thatthesubject is smrli o : T L

'.Wrth expressrons “such as smiling or'looks of surprise, anger, drsgust and sadness Essa
and Pentland’s, systém has a recognition rate of up.to 98 per cent. Such rates make facial
imaging systems unbeatable for identifying the valence of an emotion; says Picard. But, Essa-
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cautrons, these results are for.a hm:ted set of faces and expressions, filmed under ideal condi-
* tions. He is now: testing how .well the- system performs with more people. more expressions
; and in more natural surroundings. <= -
¢ In Arthur C. Clarke's classic 2001: A Space Odyssey, the psychotrc computer. HAL tells the -
: emotional state of its human charges by analyzing their. voice harmonics: In reality, extracting
¢ emotional information from speech is proving to be a tough task. A variety of vocal-features
- changes with emotional state. Speech rate tends to increase slightly. when somebody is angry,
- for example, while intensity and pitch rise. By contrast when a person is sad they tend to talk
- slower and at a lower pitch and intensity. - .
- The difficulty comes in designing systems that can ldentrfy such patterns and so spot emo-
. tional states. One novel approach taken by Naoko.Tosa'and Ryohei Nakatsu of ATR Media
“-Integration and Communications Research Laboratories, Kyoto, Japan, was to train a neural
 network with many voices expressing different emot:o ,The network “leamt to identlfy erght
: emotions ranging from joy to drsappo:ntment )
! To date, the best systems can identify emotion from ‘vocal features in' about 60 per cent of
. cases, which is about what humans can manage. Machines are good at recognizing arousal but
. not so good on valence, says Picard. Recognition rates,for,humans increase as soon as they can
- hear the content and context of the speech, and as computers leam to “understand” speech, they
; should improve too. A simple expletive detector, for -example, should raise recognition rates.
';-_ Still, the signs of some emotions, such ‘as jealousy, ‘aré:subtle and depend greatly on the
! individual and their culture, says fain Murray, a lecturer in applied computing at the University
} of Dundee, People also express emotions differently according to whether they're talking to-
: children or the boss. This applies both to systems ‘that analyze vocal and facial expressions
. and it makes reading their emotional content very diffi cult “Thie context makes it more difficult
* to interpret than some other forms of signal processing,” says Graham Cosier, head of ad-
. vanced perception at BT's labs at Martiesham Heath, Suffolk. Given the limitations of all the
. systems, both Cosler and Picard believe that a oombinatron of methods will be needed to rec-
;. ognize emotions reliably. That, after all, ishow we doit.
“Dave...| know you have lot to get done but l am st:ll womed T
© “Whatis it now?”
1 know usaidyouwereexcited butmymodalshows you are I/kelyto enterastate ofrage
"Youmayber? about that if you keep intermupting! But what's this model you're going on about?”
** “Well, Dave, from the signs I have collécted, J recognize your emotional state, which looks
!:ke anger. | can then pred!ct the chances that | you will move fo another emotronal state Ac-
cording to my model, given your present readings, your most likely next stafe is rage.” :
“*“You know what - | could be moved to violence if | hear any more of thrs But may be you re
~“right, I have been pushmg if a bit hard 1 thmk Ilitake a break T L
. “Good idea, Dave.” i '
~“Once a computer can smgle out emotrons,’ it will: need a model of what they are and how
3 .they relate to human behaviour: “Computers will have a tremendous-amount of data about the
* user's state at any given time,” says ickner “Somehow, those data need to be reduwd to a
manageable representation of the person.™
" In essence, an affective computer. would need a muttrdrmensronal map onto whroh the emo-
- tions are plotted against all the sensors’ readings. There are a number of ways of constructing
" ‘such a model.One basic constituent might be a hidden Markov model; a mathematical model
- of the likefihood that one event will lead to another. Here, |t would oontaan the probabrrrtree that
“aperson will move from one emotional state to another..
~-<This type of program would probably. have'general sknls for reoognrznng a persons emo-
“tional state from its sensor. inputs,’ and locating their_position ‘on its map. It would also be
“:“trainable” so that users could failor its performance to their own temperament - in much the
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same way that people train speech recognition systems today ‘As rt momtored emotronat
signs, the program would also be able to predict how the.user is likely to feel in the near future.

If such machines arg_ever to help people to modulate their emotions, they will need an idea !
of which emotion’s are good and which are bad; and then know how to nudge somebody from,
say, a state of frustration to one of calm and creatrvnty To do this, an affective.computer would |
need to be able to find out if its own activity caused a mood change, perhaps by simply asking
questions. (“Are you'angry because ! didn't back up your file?” The answer “yes” would trigger |
the machine to back up files In future.)

But mevrtably, even ‘while we're in front of the screen, events eIsewhere in our lives will in- ¢
trude to affect our mood. So the mode! also needs a more cognitive element, which could rea-
son about emotions, making allowances, say, when a person working fo a tight deadline ap- :
peared to be more ‘than usually stressed. And, it would know not to intervene if a person got |
very excited when playing a competmve computer game.

*Right, I'm back. Let's get going.”. ‘

“OK, Dave. I'm opening your file. But walt Whats happened7 Dave, you were supposed to
calm down during your break bit your signals are showing even higher spikes than before,”

“Hey, relax.. just called Monica, and she agreed to go.fo the movies with me tonight I've
been trying to talk her.into a date. for weeks so it's no wonder my pulse ls jumpmg a Irttle
Come on, open up and let's get gorng

“I'm reluctant to do that while your srgnals are so vo/atlle, Dave.”

. “Look, just open the file...Oh, all right, show me my mood ball and let's get this thrng sorted.”

Jocelyn Scheirer at the Media Lab has designed a three-dimensional graphical ball to rep- |
resent someone's physiological signals. The speed at which the ball spins represents heart '
rate; its colour represents skin conductivity, while other dimensions can represent breathing -
rate, muscle tension and so on. It's a quick, visual way for people to get a fix on how the com-
puter is reading their signals - and of calibrating how those signals relate to mood. . e

A simple form of personal inferaction with an affective computer might include telling it how we ?
prefer to deal with particular moods, so it would play a Chopin CD when we're feeling sad or load a
game if we appear to be bored for more than 15 minutes. Research by Jonathan Klein, also at MIT,
shows that even a simplistic affective system can help people to recover from negative moods,

. Researchers such as Picard and Cosier are only too well aware of how artificial mtelltgence
has been dogged by the grandiose claims made by some researchers and they are at pains to
point out the enomous challenges still facing them. But when ‘and if affective computers be:
come commonplace, they could provide some spectacular services. BT is interested in helping
us to’ communicate our feelings as well as our thoughts by e-mail and videoconferencing. “In
the future, we may transmit some affective bits along with the information bits,” says Cosier.

.IBM researchers reckon that advertising companies could use the technology to test the im-
pact of their campaigns, while games-makers could use it to enliven their products by, say, up-
ping. the pace.if players: -showed signs of boredom. Picard believes it could give computer-
based learning programs some of the sensmvrty of human teachers_and be used to provrde
biofeedback, helping people to be aware of their emotions and to control them. . :. ‘

».To make it to market, affective computers will not have:to be perfact at recognizing emo
tions: This is partlcularly true of jobs. where the cost of being wrong is low, says Picard, such
as ‘choosing which. Web pages you might want to see,-based on past reactions. But if ma-
chines are ever to oppose or control human actions; they'll need to be very accurate. - .

-We must also resist the temptation to rush out half-finished products says Picard. ‘It is so easy to
do affective computing badly and when it is bad it is intolerable,” she says:“l do hope that the fi rst
applications are not the bad ones.” The last thing anyone wants, after all, is another HAL. i,
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* ‘Dave, I sense that you are now calm and are approaching a relaxed state
~ “Right. Well, I've got the story done and I've met my deadlrne

“g hz;t 'S good Ihave just read what you have wntten F
- So?” - '
© “lt's about me, Dave You’ve wnttenarevrew ofme o

“Yes. I'm a technology joumalist. Why do you think | loaded you up?"

j; “ know that you are a joumnalist; Dave; but | think yot have béen harsh.”- -

“What do you mean? | explain how aﬁ‘er we sorfed out the calibration, you were very useful
in helping me to stay calm and focused, And 1 say that you are rmpressrve for a first versron of
néw generation of computer interfaces.”

“Yes, but you also say [ am cIumsy and naive. Dave what are you dorng? ! don‘t under-
stand why you are deleting my ﬁIes An upgrade erI be avarlable soon Dave e

. nghllghted ijects in Aflectwe Computmg T

- Affective- Cognltlve Framework for Machine Leaming and Decision-Making. Recent ﬁndmgs in
affective neuroscience and psychology indicate that human affect and emotional experience play a
significant and useful role in human leaming and declsuon-makmg Most machlne-leammg and de-
cision-making'models; however, are based'on old, purely ‘cognitive models, and ‘are slow, brittie
and awkward to adapt. We aim to'redress many of these classic problems by developing new
models that integrate affect with'cognition. Ultimately, such improvements will allow maclu: o
make smarter and more human-like decisions for better human-machine interaction. -
~ Digital Story Explication'as It Relates to Emotional Needs and Leaming. Too often; efforts
toward re-thinking learnmg environments focus solely on the cognitive aspects of educatlon _
By expanding our view to consider. other aspects of adolescent development involved in edu-~
cation, we can begin to address the needs of the whole child. I this research, a proactive
emotional health, geared toward supporting ‘emotional self-awareness and empathy. This pro-
ject is a part of a long-term research plan for understanding the role that digital technology can
play in helping address ‘emotions and support leaming for adoléscents. The system, G.LRL.S
(Girls Involved in Real Life Sharing) Talk, allows: users to reflect actlvely upon the emotions
related to their situations through the constmctlon of pictorial namratives. The system employs a
new technology called common sense reasoning that enables it to infer affective content from
the users' stories and support emotional reflection, Users of this new. system were able to gain
new knowledge and understanding ‘about’ themselves and others; through the, exploratlon of,u
authentlc and personal experiences.. ..

i Emotion Bottles. The Emotion Bottles are tanglbly entlcmg ob;ects that embody three emo~
tlons - Angry, Happy, .and Sad. When a bottle is opened, a vocal outpiit is generated:as if the
emotion that was stored within the bottlé is released. The bottles are placed near.each other
and represent a person in three possible emotional states. Varymg ‘degrees of these emotions
are ‘bottled up” inside. The three bottles were chosen to maintain the simplicity of exploring the
combination of distinct emotional states (8 possibilities).- While not completety representative of
the possible emotional state of a person, the bottles explore the interface.in- accessing emo-
tions, the interaction between conflicting. emotions, and:the meaning of transition between
‘clear emotional states as a person empathizes with or prolects their feehngs onto the bottles. .

:Emotional DJ. The technology in this project changes facial expressions in wdeoswmout the sys-
tem knowing anything in particular about the person’s face ahead of time. Thefe are a few reasons
to create something like this: first, it provides an artistic tool with which to alter photos or videos; sec-
‘ond, it could be set up to let people open-endedly explore their facial communication and expres-
siveness by playing with a reak-time video of their own current face; fi inally, E-DJ demonstrates an
unexpected way in which we can't always trust the video information we love to oonsume .

2
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Fostering Affect Awareness and Regulation in Leaming. Learning and discovery challenges
leamers to focus on a topic such as maths in the presence of strong emotions. A related chal-
lenge is maintaining the wilingness to keep: Arying new things, especially in the face of re-
peated failure. The ability to know what one is feeling (e.g., frustrated, worried) and to rise
above it and handle the situation productively involve meta-affectlve skills; instead of a leamer
feeling so frustrated she thinks ‘I can't do this; | want to quit,” she might think, “| am frustrated;
i's okay to be frustrated - it happens to experts; | need a different way to solve this.” This re-
search develops theory and technology to- help learners develop their-ability to be aware of
emotion, regulate it, and harness these abilities in service of greater goals Two recent innova:
tions are development of (1) a technology that exploits new machine “common-sense” reason-
ing capabilities for enabling teenage girls to reflect on emotions in stories that they've con-
structed and to improve their affect.awareness;.and (2) technological strategies to help stu-

dents bacome stronger leamers even when they feel like quitting.

In Search of Wonder: Measuring Our Response to the Miraculous. What can foster leammg,
maintain.interest, inspire curiosity, burn memorable jmpressions, and create a truly “magical’
experience for an individual? Wonder. That feeling, the feeling of astonishment at the miracu-
lous, can tran'slate.into. many different responses in people. We are trying to identify which
vanables help to make wander encourage or discourage leaming, how wonder can be used to
increase someone’s enjoyment of an event, and what role technology plays in the perception
of wonder. Usmg our Self-Carj technology and ‘other sensors, we are measuring and quantify-
ing people's experience " of wonder while watching magic tricks. We are attempting to under-
stand, why.we - experierice wonder (as opposed to.confusion), why we seek it out, and how to
maximize its effects, Our research-will help designers, performers and educators create sce-
narios or technologres that elicit better wonder with specific effects,

Machine Leaming and Pattem Recognition with Multiple Modalities, This project develops new
theory-and algorithims to enable” ‘computers to make rapid and accurate inferences from multiple
modes of data, such as determining a person’s affective state from multiple sensors - video,
mouse, behaviour, chair pressure pattems, typed selections, physiology and more. Recent efforts

“focus' on understanding the level of a person’s attention; which is useful for things such as deter-

mining "When to interrupt. Our approach is Bayesian: formulatrng probabilistic models on the basis
of domalin knowledge and training’ data, and then performing inference according to the rules of
probability theory. This type of sensor fusron work is especially challenging because of the prob-
lems of 'sensor channel drop-out, different kinds of noise in different channels, dependence be-
tween channels, scarce and sometimes inaccurate labels, and pattems to detect that are inher-

- ently ime-varying. We have constructed a variety of new algorithms for solving these problems

and demonstrated their performance gainis over other state-of-the-art methods.

* Ripley: A Conversational Robot. Ripley is an interactive mampulator robot that uses spoken
language and-visual perceptlon to’interact with humans and its environment. It serves as a
platiorm for investigating sensory-motor foundations of language, mental models for robots,
and algorithms for multi-objective planning and active vision. This work has applications in hu-
man-robot interaction, design of interactive robots; and other intelligent systems.

‘RaCoi’ A Robotic’ Desktop Computer. A robotic computer that moves its monitor *head” and
‘neck” but that has no explicit face, is beinig designed to interact with users in a natural way for ap-
plications such as leaming; rapport-busiding, interactive teaching, and posture improvement. in al
these applications, the robot will need to move in sublle’' ways that express its state and promote
appropriate movements in the user, but that don't distract or annoy. Toward this goal, we are giv-
mg the system the ability to recognize states of the user and also to have subtle expressions. = *

+Self-Cam. The.Self-Cam’is a wearable system that consists of a-chest-mounted camera

and a belt-mounted computer. with real-time' mental-state inference software ‘and visual sum-

mary output. The software stores the video as it tracks face and head movements, -and maps
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the changes in those movements to states of mind such as thinking; agreeing, disagreeing; concen-
‘rating, unsure, and interested. The probability distribution of each state is presented in the output,
“allowing for ovedappmg mental states and showing overall trends during the period the device was
-wom. The wearer can see the most common states-and at which times during the day transitions
were made. States can also be paired with events noted by the wearer so that mental-state trends

can be seen in conjunction with particular activities. Give a person-a recording of her voice and she
\MII react strongly (‘I sound like that!?”). Take a picture, and she will want to see it."This system a-
ilows you to explore who you appear to be from the outside: The Self-Cam isanew pomt of VIew that
*mlght help you to understand yourself ina dtffefent ltght.-; LB

Prior Pro;ects of Affectlve Computmg

AboutFace AboutFace is a user-dependent system that is able to leam pattems and dts-
cnmmate the different. facial- movements: characterizing confusion and- interest.: The system
“uses a piezoelectric sensor to detect eyebrow movements and begins with a training session

tto calibrate the unique values for.each user. After the training session, the system uses these

:levels to develop an-expression profile for the individual user, The system has many potential
- uses, ranging from computer and video-mediated conversations to inferactions with computer
vagents. This system is an altemative to using camera-based computer vision analysis to detect
- faces and expressions. Additionally, when communicating with other.people, users of this sys-
:tem also have the option, of conveying-their expressions anonymously by weanng a pair of
- glasses that conceals their expressions and the sensing device.

Affect in Speech: ‘Assembling a Database. The aim of this pro;ect'ls to bu:ld a database of natu-

: ral speech showmg a range of affective variability. It is an extension of our ongomg research fo-
. cused on building models for automatic detection of affect in speech. Ata very basic level; traimng

. such systems requires a large corpus of speech containing a range of emotional vocal variation. A
+ traditional approach to this research hias been to assemble databases where actors have provided
Uthe affective variation on demand. However, this method often results,in unnatural sounding
. speech andlor exaggerated expressions. We have developed a prototype of an interactive system
 that guides a user through a question and answer session. Without any rehearsals or scripts, the
 user navigates through touch and spoken language an interface gulded by ‘embodied conversa-
/ tional agents which prompt the user to about an emotional experience. Some of the issues

- we are addressing include the design of the text and character behaviour (i (including speech’ and

gesture) so as to obtain a convincing and disclosing interaction with the user.* ;-
Affective Carpet. The “Affective’ Carpet” is a soft, deformable surface made of cloth and
foam, which detects continuous pressure With excellent sensitivity and resolution. It is being

 used as an interface for projects in'affective expression, including as a controller to measure a
: musical performer’s direction and intensity in leaning and welght~sh|ftmg pattems, " <°

Affective Leaming Companion. Affective Learning’ Companion is a powerful; ﬂembte new re-

- search tool for exploring a variety of social-emotional skills in a human-machine interaction and for
* understanding how machines can work wiith people to better meet their needs.  The platform en-
- ables a computationalagent to sense and respond, in'real time, to a ser’s non-verbal.emotional
. cues, using video, postural movements; mouse pressure, physxology. and other behaviours com-
: municated by the user to infer, for example, if a user is in a high or low state of interest, or feeling
. frustrated. We have recently developed an-animated agent that combines non-vetbal mirroring Tg)r
+ not) with multiple kinds of affective and cognitive support during a frustrating leaming episode:

. - system allows us to control factors that have previously-been impossible to control, enabling for
¢ the first time the study of how these factors lnteract in helplng Ieamers to develop the ablhty to  per-
: - severe during frustrating leaming situations...-

Affective Mirror. The Affective Mirror is an attempt o bu1d a fuﬂy automated system that lntelll-

gently responds to a person's affect:ve state in real time..Current work is focused.on building-an
;- agent that realistically mirrors a person’s facial expression and posture.. The agent detects affective
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cues through a facial-feature t:acker and a posture-recognition system developed in the Affective
.Computing group; based on what affect a person is displaying, such as interest, boredom, frustra-
tion, or confusion, the responds with matching facial affect and posture. This project is de-
.signed to be mtegrated nto the Leaming Companion Project, as part of an early phase of showmg
rapportbun!dmg behaviours between the computer agent and the human leamer.

 Affective Tangbles. People’ naturally express frustration through the use of their motor skllls
The purpose of the Affective Tangibles project is to-develop physical objects that can be grasped,’
squeezed, thrown, or otherwise manipulated via a natural display of affect. Constructed tangibles
include a Pressure Mouse, affective pinwheels that are mapped fo skin conductance, and a doll:
that can be shaken to express frustration. It has been found that people often increase the mten-__.:
sity of muscle movements when experiencing frustrating interactions.

Affective Tiger. The Affective -Tiger is.a plush toy.designed to recognize and react to certam :
emotlonal behaviours of its- playmate. For. example, the toy enters a state of “happy” moving its
ears upward and emitting a happy vocalization when it recognizes that the child has postured the
toy upright and is bouncing it along the floor. The Tiger has five such states, involving recognizing’
‘and responding with an emotional behaviour. The resulting behaviour the -Tiger demonstrates al--
lows it to serve as an affective mirror for the child's expression. This work involved designing the
-toy, and evaluating sessions of games with it with dozens of kids. The toy was shown to success-
fuly express some aspects of emotion, and to prompt behaviours that are interesting to research-
‘els trying to leam about the development of human emotional skills such as empathy. -

- Automatic Facial Expression-Analysis. Recogmzmg non-verbal cues, which constitute a
Iarge percentage of our communication; is a prime facet of building emotionally intelligent sys-
“tems. Facial ‘expressions and movements such as a smile or a nod are used either to fulfill a
K semantic function, to commumcate emotlons or as conversational cues. We are developing an
automatic tool using compiter-vision and various machine-leaming techniques, which can de-
tect the different facial movements and head gestures of people while_they are interacting
‘naturally with the computer. Past work on this project determined techniques to track upper
facial features (eyes and eyebrows) and detect facial actions corresponding to those features
(eye squinting or widening, eyebrows raised). The ongoing project is expanding its scope to
track and detect facial actions corresponding to the lower features. Further it is planned to in-
tegrate the'facial expression analysis module with other.sensors developed by the Affectlve

Computing group to reliably detect and recognize dlfferent emotions. ..
. BioMod. BioMod is an integrated interface for users of mobile and wearablé devnces moni-
‘tonng various physiological signals such as the electrocard:ogram with the intention of provid-
ing useful and comfortable feedback about medically important information. The first version of
this system includes new software for monitoring stress and its impact on heart functioning,
“and the ability to transfer this information: mrelessly over a Motorola cell phone. One applica-
tion under development is the monitoring of stress in patients who desire to stop smoking: the
‘'system will alert an:“on-call” trained behavnour-change assistant when the smoker is showmg
physiological pattems indicating stress or. relapse, offering an opportunity for encouraging in-
tervention at a point of weakness. Challenges in this project include the development of an in-
‘terface that is easy and efficient to use on the go, is sensitive to user feelings about the nature
of the information being given, and aocurately recogmzes the pattems of physmloglcal S|gna
related to the expression of interest. .
+”Car'Phonie Stress, The scientists are bunldmg a system that can watch for certam sngns
'stress in drivers, specifically stress related to talking on the car phone, as may be caused by
incréased mental workload. To gather data for training and testing the system, subjects we
_asked to “drive” in a similator past several curves while keeping their speed close to a pred
‘termined desired-constant value: In some cases they were simultaneously asked to listen
“random’ numbers from speech-synthesis software and to perform simple mathematical task
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ver a telephone headset. Several measures drawn from the subjects driving behawour were
xamined as- possible‘indicators. of the subjects’: performance and of their'mental workload.
Vhen subjects were instructed (by a visible sign) to brake, most of them braked within 0.7-1.4.
ieconds after the sign came into view. However, in"a significant number of incidents; the sub-
scts never braked or braked 1.5-3.5 seconds ‘after the message; almost all of these incidents
vere when subjects were on the phone::On' average, it was found that drivers’on’the phone
yraked 10% slower than when riot on the phone; additionatly, the variance in their brakmg time
vas four times higher -'suggesting that although delayed driver reactions were: mfrequent '
when delays happened:they could be large and potentially dangerous. Furthermore, their in-
tequency could create a false. sense of security. In future-experiments, the subjects” physro-
oglca! data will be analyzed jointly with measures of workload, stress and performance.- - *
- EmoteMail. EmoteMail is an e-mail client that is augmented to convey aspects of the state
Jf the writer dunng the composition of e-mail to the recipient. The client captures facial ‘éxpres-
slons and typing speed and introduces themas pattem elements. These contextual cues pro-
vide extra information that can help the recipient decode the tone of the e-mail. Moreover; the
contextual information is gathered and automatically embedded as the sender composes the
e mail, alfowing an additional channel of expression. =+ © s
Galvactivator. The. galvactivator-is-a glove-like wearabte devrce that senses the wearers
skm conductivity and maps its values'to a'display: Increases in skin conductivity' écrass the
palm tend to be good indicators of physiological arousal, causing the galvactivator’ dtsplay to
glow brightly. .-The galvactivator -has many ‘potentially useful purposes, - ranging from' self-
feedback for stress management to facilitation of conversation between two people; o new :
ways of visualizing mass excitement levels in performance situations or visualizing aspects of
arousal and attention in leaming situations. One of the findings in ' mass-communication-set-
tings was that people tended to “glow” when a new speaker came’ onstage ‘and"during live
demonstrations, laughter, *and live - audience - interaction.’ They tended -to- “go- dim™ during
[PowerPoint presentations. In smaller educational settings, students have commented on how
{they tend to glow when they are more engaged with leaming. '
- Guilt Detection. The' goal of this project is to produce a gutt detector An expenment has
‘been made to detect feefings of guilt of varying levels in different groups while EKG and skin
‘conductivity were being recorded. By examining the differences in physiology across the condi-
-tions, it has been  explored how one might build a classnﬁer fo detenntne which condmon, and
:thus which level of guilt, an individual is experiencing.
+ 'HandWave. HandWave is a 'small, wireless, networked skin conductance sensor that can
:be wom or used in many different form factors ‘Skin conductance is the best known measure
 of arousal (whether emotional, cognitive, or physrcal) and this device makes it easy fo gather
‘this information from mobile users.'Many existing affective computing systems make use of
- sensors that are inflexible and often physically attached to supporting computers. In contrast,
* HandWave allows an additional degree ‘of fiexibility by providing ad"hoc wireless networking
- capabilities to a wide variety of Bluetooth devices as well as adaptive biosignal amplification.
- As a consequence, HandWave is useful in games; tutoring systems expenmental data collec-
itlon and augmented journaling, among other applications.” =~ - .
* - INNER-active Joumnal. The purpose of the INNER-active Joumal system s to provnde a way
; for users to reconstruct their emotions around events in their lives, and to_see how recall of
- these events affects their physiology.. Expressnve wiiting, a task in which the" participant is
:-asked to write about extremely | emotional events, is presented as a means towards story con-
" struction. Previous use of expressive writing has shown profound benefits for both psychologi-
: cal and physical health. In this system, measures of skin omductmty, mstantaneous heart
 rate, and heart stress entropy are used as indicators of activities occuming in the body. Users -
have the ability to view these signals after taking part in an exprecsrve writing task. '

“ a\i",.
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.. Interface Tailor.. The Interface Tailor is:an agent that: .attempts foadapt a system in re-
‘ ,sponse 'to affective feedback. Frustration is being used as a fitness function to select between
. 'a wide variety. of dtfferent system behaviours:-The Microsoft Office: Assistant {or Paperclip) s
"..an example interface that is being made more “adaptive. Ultimately the project seeks to provrde
. ageneralized framework for making all software more tailorable. -

., Leaming Companion: 1. can't do this™and I'm not good at. thrs are.common statements
,,made by kids while trying to.leam. Usually tnggered by affective states: of confusion, frustra-
tion,and. ‘hopelessness, these statements represent some of the' greatest problems left unad-
_dressed by educational réform. Education has emphasized conveying a great deal of informa-
tion and facts, and has not modelled the leaming process.- When teachers present material to
the class, it is usually in a polished form that omits the natural steps of making mistakes (feel-
ing confused) recovering from them (overcommg frustratron) deconstructing what went wrong
(not becoming dispirited), and finally starting over again (with hope and maybe even enthusi-
_asm). Leaming naturally involves failure :and. a.host of associated_affective responses. This
~.project aims to build a computenzed leamrng companion that facilitates the child's own efforts
~at leaming. The goal of the companion is to help keep.the child's exploration going, by occa-
- sionally prompting with questions or feedback, and by watching and responding to the affective
- state,of the child - watching especially for signs of frustration and boredom that may precede
quitting; for signs of curiosity or interest that tend to indicate active exploration, and for signs of
_enjoyment and mastery, which might indicate a successful leaming experience. The compan-
ion is.not a tutor that knows alf the answers but rather a player on the slde of the student to
. help him or her lear, and doing this, lear how to leam better. - - . .
..+, ; Mouse-Behaviour Analysis and Adapttve Relational: Agents. The goal of this project is to
. develop tools to sense and adapt to a user’s affective state based on his or her mouse behav-
+four.Algorithms are being developed to detect frustration level for tse in usability studies. it is
: also being explored how more permanent personahty characterrstrcs and changes in mood are
“reflected in the user's mouse behaviour.: - . -
Mr. Java: Customer. Support..Mr..Java is: the Medra Lab's wnred coffee machme, whreh
-keeps track of usage:pattems and user preferences. The focus of this project is to give Mr.
.Java a tangible customer-feedback system that collects data on user complaints or compli-
ments.. “Thumbs-up and ‘thumbs-down" pressure sensors were built and their signals inte-

. grated with the state of the machine to gather data from customers regarding their ongoing ex-
periences with the machine.. Potentially, the data gathered can’ be used to leam how to im-
prove the system. The system also portrays an affective, social mterface to the user: helpful,
polite, and attempting to be responsive to any problems reported: .. -

Personal Heart-Stress Monitor. The saying, “if you can't measure it, you can’t manage it’
* - may be appropriate for stress. Many people are unaware of their stress level, and of what is

“good or bad for it. The issue is complicated by | the fact that while too much stress is unhealthy,
*acertain amount of stress can be healthy as it motivates and energizes. The ‘right” level varies
- with temperameént, task, and other factors, many of which are unknown. There seems to be no’
data analyzing how stress levels vary for the average healthy individual, over day-to-day activi
tiés. A device that helps to gather and | present data for improving @n individual's understanding
of both healthy and unhealthy stress in his’or her fife should be built: The device itself should
.. be comfortable and should not increase the user's stress. (It is  noteworthy that stress monitor-
' ing is also amportant in human-computer i interaction for testing new designs.)

Posture Recognition Chair. A system to recognize posture pattems and associated affectrve'
“states in real time, in an unobtrusive way, from a set of | pressure sensors on a chair has been
.developed. This system discriminates states of children in leammi; situations, such as when
.’ the child is’interested, of‘is starting to take frequent breaks and looking bored. The system

uses pattem recogmtron techmques whlle watchmg natural behavrours. fo “leam what behav
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iours tend to_accompany which states. The system thus detects the: :surface-level behaviours
( ostures) and; their. mappings during.a leaming situation‘in an unobtrusive: manner:so-that
they don't interfere with the natural leaming process. Through the chair, detect mne stauc pos-
tures, and four temporal pattems associated with affective states can be detected.
; Recogmzm? Affect in Speech. This research project is concemned with bulldmg oornputa-
tional models for the automatic recognition of affective ex cp’resswn in speech. It's-an investiga-
tion of how .acoustic parameters extracted from the speech waveform (related to voice quality,
‘intonation, loudness: and-rhythm).can help.disambiguate.the affect: of the: speaker. without
fknow!edge of the textual component of the hngulstnc message. The investigation included data
:from actors and ?ontaneous speech in English and evaluated the model’s performance..In
-particular, the model exhibits a speaker-dependent performance. which reflects human evalua-
:tion of these particular data sets, and, he!d agamst human recognmon benchmarks the model
! begrns to perform competitively. ..., -
. The Affective Remixer: Personalszed Music Arrangmg The Afective Remixer is a rea!-ume
‘music-arranging System that reacts to immediate affective cues from a listener. Data was col-
“lected on the potential of certain musical dimensions to elicit change.in a listener’s affective
“state using sound files created explicitly for the experiment throug composition/production,
- segmentation, and re-assembly-of music.along these dimensions. Based on listener’s data, a
 probabilistic state transition model was developed to infer the listener’s current affective state.
- A second model was made that would select musuc segments and re-arrange (te-mu(') them
“to induce a target affective state. .. «.- -
" Touch-Phone. The Touch-Phorie was developed to explore the use of objecls to medlate
- the emotional exchan%e in‘interpersonal communication. -Through an abstract visualization of
screen-based colour changes, a standard telephone is modified to communicate how it is be-
ing held and how strongly it is being squeezed. The telephone receiver includes a: “touch-
sensitive surface ‘which conveys the user's physical response over a computer network. .The
. recipient sees a small coloured icon on his computer screen which changes in. real ume ac-
cording to the way his conversatlonal partner is mteracung with the telephone object. v

10. Computer Viruses and Anti-Virus Programmmg

" Computer viruses tend to grab our attention. On the one hand, they show us how vulnelable
: We are. A properly en%meered virus can have an amazing effect on the worldwide Intemet. On
. the other hand, they show how sophisticated and mterconnected human bemgs have beoome :

~ WhatIs a Computer Vlrus? S
- ltis an executable code able to reproduce itself. Viruses are an area of pure programming,
. and, unlike other computer programs, carry intellectual functions on protection’ from being
: found and destroyed hey have to fight for survival in complex condltlons of conﬂlctmg com-
i puter systems. That's why they evolve as if they were alive. =
: Kuter viruses are Called viruses because they share some of the traits of biological vi-
. ruses. A computer virus passes from a computer to a computer hke a b|olog|cal vnrus passes
. from one person to another. - "+
" There are similarities at a deeper leve! as well. A blological virus s not a Iivmg thmg A virus
. is afragment of DNA inside a pratective jacket. Unlike a cell, a virus has nio way to do anything
- or to reproduce by itself = it is not alive. Instead, a bsologlcal ‘Virus must inject its DNA into'a
- cell. The viral DNA then usés the cell’s existing machmery t6 reproduce itself, In some cases,
- the cell fills with new viral particles until it bursts, releasing the vi € jt
 virus particles bud off the cell one at a time, and the cell remains alive :
. A computer virus shares some of these traits. A computer virus' mus yback on top of
| some program or document in order to get executed. Once it is’ running; it IS t en able to infect
- other programs: or documents.’ Obviously, the analo?y between computer and beolog:ca! w-
. ruses stretches things a bit, but there are enough similarities that the name sticks. "+
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Vrruses seem to be the only alive organisms In the computer. environment, and yet thetr'
main goal is survival. That is why they may have complex crypting/decrypting engines, which is
indeed a sort of a standard for computer. viru ] owadays, in order to carry out processes of
duplicating, adaptation and disguise. - "> ‘

‘When you listen fo_the_news, you he -
The most common ar " ‘ .

*« Viruses - a virus Is'a small prece of software that piggybacks on real programs "For exam !
ple, a virus might:attach itself to'a program such'as a spreadsheet program. Each time the:-
spreadsheet program runs, the vrrus runs too and |t has the chance to reproduce (by attachrng .
to other programs) or to havoc.

- E-mail viruses ~ an e-mail virus moves around in e-marl messages  and usually replrcates"-
itself by automatic mailing itself to dozens of péople in the victim's e-mail address book.

- Worms - a worm is a small piece of software that uses computér networks and security.
holes to replicate itself. A copy of the worm scans the network for another machine that has a
specific security hole. It copies -itself to-the new machine using the security hole, and then .
starts replicating from there as weII Usrng a network -aworm can expand fmm a srngle copy.-
incredibly quickly. - F

‘For example, the Code Red worm rephcated rtselt over 250 000 ttmes n approxrmately mne
hours on July 19, 2001, :

" A worm usually éxploits some sort of security hole ina preoe of software or the operatmg
system For example, the Slammer worm (whrch caused mayhem in January 2003) exploited a
hole in Microsoft's SQL server.”" = ..
‘Worms use computer time and network bandwrdth ‘when they are rephcatrng, and they often .
have some sort of an evil intenfion: A worm‘called Code Red made huge headlines in 2001.-
‘Experts predicted that thrs worm. could clog the Intemet so effectrvety that things would com -
‘pletely grind to a halt. - :
“The Code Red worm slowed down the lnternet traffic when it began to replicate itself, but-
not nearly as badly as predicted, Each copy of the worm scanned the Internet for Windows NT
or Windows 2000 servers that do not have the Microsoft security patch installed. Each time it
found an unsecured server, the worm copied itself to that server. The new copy then scanned
for other servers to infect. Dependmg on the number of unsecured servers, a worm could con-
‘ceivably create hundreds of thousands of copies. -~
-* The Code Red worm was designed to do three thmgs
* Replicate itself for the first 20 days of each month
,.» Replace Web pages on infected servers with a page that declares “Hacked by Chinese”
. -= Launch a concerted attack on the. White House Web server in an attempt to overwhelm it
“"The most common version of.Code. Red.is ‘a variation, typically referred toas a mutated
strain, of the original Ida Code Red that replicated itself on July 19, 2001.

L ltis neoessary to differentiate between reproducing programs. and Trojan horses. Reproduc
rng programs will not necessarily harm your system because’ they are aimed at producing as
many copies of their own as possible by means of so-called agent programs or without therr,
help. In the later case they are referred to as “worms”. . .. ,
.. Meanwhile Trojan horses are profqrams ‘aimed 2t causing hamn or damage o PCs. Certamly |ts a
usual practice, when they are part of ‘tech-organism”, but they have completely different functions. -

.. = Trojan horses - a.Trojan horse is simply a computer program. The program claims to dozE
one thing (it may claim to be a game) but instead does .damage when you | run it (it may erase .
your hard disk)..Trojan horses have no way to replicate automatically. " -

That is an important point. Destructive actions are not an integral part of the virus, However ;
virus-writers allow presence of destructive mechanisms as an active- protection- from finding .
ahnd desat]roymg thelr creatures as well as a response to the attrtude of socrety to viruses and

eir authors = o
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. As you see, there are different types of virises; and they have already been separated into
classes and categories. For instance: dangerous; harmless, and Very darigerous. No destruc-
tion means a harmless one, tricks with system halts means a dangerc us‘ ne, an ﬁnally W|th a :
devastatmg destruction means a very dangerous viru: ‘ ’
. But viruses are famous not anly for their destructive; actions, but also, for their spemal of
fects, which are ‘almost impossible to clasSIfy ‘Some Virus-writers. suggest: the following: funny,
very funny and sad or melancholy (keeps silence and lnfeots) But one should remember that
special effects must occur only after a certain number of oontag:inatrons Usérs shiould also be
given a chance. to restrict execution of destructive actions, sich as deleting: files, formatting
hard disks. Thereby virus can be considered to be a useful program,. keepmg a check on sys-
tem changes and preventing any surprises such as of deletion of files or. wiping out hard disks,

. It sounds quite heretical to say such words about viruses, which are usually considered to
be a disaster. The less a person understands in programming and virology, the greater influ-
ence the possibility of being mfected wnth a virus will have on hrm Thus' let's considk er cneators
,of vnruses as the best source o . :

SRS Typlcal Infectlons and Pmtectlon . L
' As virus. creators got more sophisticated, they leamed new- tricks. One |mportant rick. was
the ability to load viruses into memory so they could keep running in the. background as long
‘as the computer,remained on. This gave viruses a much more effective way to. replicate them- -
selves. Another.trick was the abllrty o infect the boot sector on floppy. disks and hard disks:: The -
boot sector is a small | program that is the first part of the operating system that the oomputer loads.
‘The boot sector contains a finy program that tefls the computer how to load the rest of the operat-
‘ing system. By puttmg its code in the boot sector, a virus can guarantee it gets executed. It can
load itself into'memory immediately, and it is able to run whenever the'computer is on. Boot -
‘sector viruses can infect the boot sector of any floppy disk inserted in the machlne, and oot-
lege campusés where lots of pecple share maohmes they spread like wildfire.’ _
*In general, both executable and boot sector viruses are not very threatening any mol ._The
first reason for the decline has been the huge size of today’s‘programs. Nearly every program
'you bu today comes on a compact disc. Compact discs cannot be modified, and that makes
‘viral Infection of a CD impossible.- The programs are_so-big that the ‘only easy’ waa'
‘them around is to buy the CD. People certainly can't camy applications around on a floppy disk_
like they did in the 1980s, when floppies full of programs were traded like baseball cands. Boot
‘sector viruses have also dectmed because operatmg systems now protect the bootsector
¢ Both boot sector viruses and executable viruses are still possrb e, but they are'a lot harder
‘now and they don't spread nearly as qu1ck|y as they once could. Call it shrmkmg habitat”, if
'you want to use a biological analogy. .The’ environment of ﬂoprg disks, small programs and
‘weak operating systems made these viruses:possible. in‘the 80s, but that environmental
“niche has been largely ehmmated by huge executables, un angeahle CDs and. better operat- :
.ing system Safequards. - o
" . The latest thing in the. wodd of compu rviruses §is the virus an the Melussa virus in
'March 1999 was spectacular. Mehssa spread in’ M»crosoft Word documents sent vua e-marl
- and it worked like this:
- Someone created the virus as'a Word document was uploaded to an lntemet newsgroup
- Anyone who downloaded the document and opened it would trigger.the virus. The virus would
 then send the document (and therefore itself) in an e-mail message to the first 50 people in the
‘ person’s address book. The e-mail message contained:a friendly note that included the per-
“son’s name, so the recipient would. open_the, document: thinking it was “harmless. The virus
: would then create 50 new messages from the uectprent’s machine.’As a result, the Melissa vi-
i rus was the fastest-spreading virus ever seen!-As mentioned earlier;.it. forced @ number of
 large oompames fo shut down their e-maif systems B
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.+-The ILOVEYOU virus, which appeared on May 4, 2000, was even simpler. |t.contained a !
.piece of.code as an-attachment. People who double clicked on the attachment: allowed the
- code to execute. The Agide’ sent copies of itself to everyone in the victim's address book and -
then started corrupting files on the victim's machine, This is as simple as a virus can get. It is -
really more of a Trojan horse distributed by e-mail thanitis a virus,: ... .20l "0 A
.. The Melissa virus took advantage’of the programminglariguage built into; Microsoft Word. -
called VBA, or Visual Basic for Applications. It is a complete programming langua?e‘, and itcan 5
.be pro%r.ammed;to:dot_t.hings;Ijk_e modifying files and-sending e-mail messages. It also has a::
‘useful but dangerous ‘auto-execute feature.’A programmer can insert a program into a docu- |
ment that runs instantly whenever the document is opened. This is how the Melissa virus was -
programmed: Anyone who'opened a ddcument infected with Melissa would immediately acti- .
vate the virus. It would send the 50 e-mails, and then infect a central file called NORMAL.DOT
so that any file saved later would also contain the virus! It created a'huge mess. =~~~ - !
i Microsoft applications have ‘a feature called Macro Virus Protection: built into;them to prevent - :
this:sort'of  thing.:With Macro Virus Pratection tumed.on (the d_efault\oi.stion is-ON), the auto- i
execute feature is disabled. So when a document tries to auto-execute viral code; a dialog pops up *.
warming the user. Unfortunately, many people don't know what macros or macro viruses are, and
when they see the dialog they ignore it, so the virus runs anyway. Many other people tum off the |
protection mechanism: So the Melissa virus spread despite the safequards in place to preventit. -
=*In the case of the ILOVEYOU-virus, the whole thing was himan-powered. If a person dou- :
ble-clicked on the program that came as an‘attachment; then the program ran and did its thing. :
What fueled this virus was the human willingness to double-click on the executable:~ - - -+
-:~You can protect yourself against viruses with a few simple steps:™ i T By
iz« If-you-are truly worried- about.traditional (as:opposed to-e-mail) viruses, you:should be::
“running a more secure;operating system like UNIX..You never hear about-viruses on these:;
‘operating systems because the security.features keep viruses (and unwanted human visitors) -
“away from your hard disk. . - e oy e e B R e e L
« If youare using an unsecured operating system, then buying virus protection software is'a
nice safeguard. : ..o ., - . o Tiaeaie e T s
..« f.you simply. avoid programs from tinknown sources (like the Internet), and instead stick-
with commercial software purchased on CDs, you eliminate almost all of the risk.from tradi-
. tional viruses In addi,tion’,'Ypu should .'dis_able;ﬂopgy.ydisk.bo.oting,-‘- most computers now allow:
you to do this, and that will eliminate the risk of a boot sector.virus coming in from a floppy disk
accidentally left in the drive. . D PP A -

ke sure that Macro Vinis Protection is enabled in all Microsoft applications,

*'You should make sure that Macro Virus | : : _
and you should NEVER ‘run’macros in‘a document unless you know what they.do. There'is:
seldoma %oqd reason to add macros to a document, so avoiding all macros is a great policy. . -
2 -*’You should never double-click on'an attachment that contains an executable that arrives
as an e-mail attachment Attachments that come in as Word files (.DOC), spreadsheets (.XLS),
images (GIF and JPG), efc., are data files and they can do no damage (noting the macro virus

“problem-in Word and Excel documents’mentioned ‘above). A file with an ‘extension like EXE,
COM or VBS is an executable, and an executable can do any sort of damage it wants. Once

~'you run it;'you have given it permission to do anything on e only defense is to

never run executables that arrive via e-mail, .+ < "
.. By following those simple steps, you can remain virus free

SN - Who Writes Computer Viruses
~They are lone wolves or programmers’ groups. " L i
““In"spite of the fact that a lot of people think; that to write a computer virus s a hardship, it is
‘not’exactly so. Using special programs_called “Virus‘creators” even' beginners in computer
World can build their, own'viruses,’ which will be a strain’of-a certain major virus. This.is pre-
cisely the case with notorious'virus “Anna Curnikova', which Is actually a worm. The aim of.
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‘ *creatlon of viruses in such a way is pretty obvrous the author wants to become well known all

> over the world and to show his power. - PUT

1. Somehow, the results of the attempt can be very sad, only real professionals can go famous

and stay uncaught.’A good example is Dark Avenger lt’s another custom of partlcrpants of "the

scene" - to take tenifying' monikers {nicknames). -

-+ To write something really new and remarkable programmer should have some extra knowl-
edge and skills, for example: -

. 1) - good strategic thinkmg and mturtron releasmg a virus and rts descendants to live
their own independent life i in nearly unpredrctable oondmons Therefore the author must
anticipate a lot of things; - -

2) splendid knowledge of language of the Assembler (a tow level hardwaremented
computer Ianguage%(and the operating system he wntes for The more there are mlstakes
in the virus the quicker its will be caught; . -

-3) attention to details and a slull fo solve the most vaned tachcal questrons One won t
write a compact, satisfactory working program without this abilies; - -

4) a high professional discipline in order to join preceding points together b

.. A computer virus group is an informal non-profit organization; uniting programmers-authors
- of viruses regardless of their qualifications. Everyone can become a member of the clu lt he
* creates viruses, studies them for the reason of creation and spreading..» s - =
. The aims they. pursue together-may differ from.that of a single virus wnter. although they
. usually also try to become as famous as possible. But at the same time they may render help
- to beginning programmers in the field of vrruses and spread oommented sources. of vrruses
. and virus algorithm descriptions. .~ - oy
One can't say that all of the group members wnte viruses in Assembler Aclually. you don't
* have to know any computer language or.write any program code to become_a.member or a
. friend of the group. But programming in Assembler is preferred; Pascal, C++ and other high
" level languages are considered to be humiliating. It does make sense since programs:com-
piled in Assembler are much smaller (0.5-5 kb) and therefore more robust. On the other hand
Assembler is quite difficult to understand especially for beginners. One should think in the way
{ computer does: all commands are sent directly to the central processing unit of PC. -
There are computer virus groups all over the world, few being more sticcessful than others lt
may be pretty hard to get in contact with them since they are quite typical representatives of com-
. puter underground world as well as freeware groups. Sometimes, however, creating viruses can
~ become arespectable occupation, bringing constant income. After all, no one but the author of the
¢ virus can bring valuable lnformatlon onthe way it should be treated and cured

Antl-Vlrus Programmmg o

- ,
S A

Scanning (scan-stnngs) ; .
The first scanning methods were based on scan stnngs (sequence fbytes selected from a
. virus body). If they were found in a file, they were marked as infected. Some of the first anti-
© viruses scanned the whale file for such'a string, but later on they began-to scan only-some
specified area usually infected by viruses: beginning of the file, the end of the file, the exe's
~ entry-point or com’s first jump target. Scan strings have.to be-as shortas’ possrble to save'
! space and scannmg time, but at the same time they have to be as long possible to detect anly
- a definite virus with no false identifi catlon possibilities. There arises a problem to: discuss:
* whether a string should ldentlly more viruses at once or one-and only If it identifies, for exam-
ple, a huge part of Jerusalem family, it is an advantage that it may ldentlfy also hew mutations.
Today's frend is to have' as exact identification .as possible,.New viruses once. they are found
are added to scanners and can be easily ldentlﬁed Too bad for a virus-writer spending days or
weeks to create a piece of code to be Broken in a few mutes There is something to be i in-
vented. For instance, stealth and encryptlon R Y T
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.- Stealth counter-attack. :

Scanners run on-a computer mfected wnth virus opens each flle: and checks it for some -
string. How .can they. hide?.They can become “invisible”.once they.have a total control over .
computer and hide files being scanned. This is called stealth (dus.to U.S. Bombers B-2 called .
“Stealth™ invisible for radarsg We may speak about two implementations for.files: disinfection - -
on-fly (each opened file is disinfected and again.infected on closing) and true steaith (all file -,
operations are checked and modified). And for boot viruses a-sector.redirecting is used. It -
looks like that: a computer is infected.with a stealth virus.The virus Is active in memory, a user .

runs his scanner and is searching for strings in files-but as it opens flles with’ vlruses, it can'
find anything because the virus hldes itself. What to do with stealth vlrusea?
Memory scanning::

. ‘You have to think for botn sldes otherWIse you can't rule thns war The slmplest answerls to |

scan the memory as well and to get rid of the virus.

"Memory scanning is similar.to file’scanning.: Al memory is checked for the same. strings as
files, if found - a virus is reported in memory.:To speed up the process some antiviruses don't
scan the whole memory but only possible locations - ROMs; antivirus itself, etc. Once a virus s :
found, some antiviruses are able to patch it to be inactive without need to boot from a clean’
floppy Inactivating can be done easi?g(lg replacmg virus handlers with jump to original entry-"

ponnt of hooked interrupt. Also a virus body is erased not to report the virus again.

-Another idea how to partially inactivate a virus in memory presented by some antiviruses is"

a known entry-point method. If you know the original entry point you may fi f nd out if some virus
isin memory and you can access functions without a virus's mfluence

ncryption -
‘It started with the first encrypted viruses ‘that had main body encrypted But there had to be:
at least one short decryptlon routine. And thls routme is afl t‘ xed sequence of bytes and can be

tdentdied with ﬁa scen-stt:]ng LRI bod dilem td i by !
problem that arises ereusena’yphmVs ma, ldentifying a virus encryptorony,

it’can't make a difference between various mns&cywtth the same decryyg)tor The cleaning problem :

can be solved by cleaning routine if you want to'get rid of encrypted virus. But this is an important.

and it still remains — there is'no’ exact identification before-cleaning and

question in
ndentlﬁwbon must_be done agaun dunng a cleamng process m dtﬁerent condltlons :

11 Securing COmputer Systems
Securmg Computet Systems '

“You have probably heard a friend or. nelghbcur complain that computers are “taking over -:,
society” and that they “know too much “aboiit is™; Whether you agree with this point of view or:

‘not, serious computer professionals recognize that current information processing trends, such .
‘as'the emergence- of massive credit databases containing the credtt htstory of 150 mtlhon

Amencans can potentially jeopardize our personal freedom. - -
“Although there is no reversing the trend toward 1 large credit databases, thetr existence brings up
two mpodant social and organizational i issues: privacy and security. Privacy is an individual con-
cem; people need assurance that their personal information, such as employment and credit his-
tory, \M|| be used properly. Security is an organizational concem; businesses need safeguards that
me puter systems arid data from damage or unlawful use. As a result, security protects

software, and data from natural disasters such as fire, flood, and eatthquake it also.

guads against sabaage and espionage, as well as various kinds of theﬂ.
Computer crime, which: recultsﬁm the deliberate’ tampering with’ data, has become a

‘costly trend for organizations ranging from small businesses to multmattonal oorporatnons and’

the federal govemment. We will focus on methods that companies use to’ protect against com-
puter crime; such methods will also help to protect data from natural disasters. _
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One study of 283 businesses ‘and. govemmental institutions: found that half were victims of
mputer crime sach year. Records show that while a bank robber. armed with a'gun steais an av-
age of $1,600 from 2 bank; thee white-collar criminal armed with a computer steals an average of
00 000! These statistics for white-collar crimes may in fact be low, because many orgauzauons
chas banks, feanng a loss of customer. confidence, do not report all the crimes that occur..

.Computer crime can be as small-scale as the unauthonzed use of business computers for

rsonal purposes, or.as large as using’ ‘computers to send comorate financial assets toa pn- .

te Swiss bank account. Computer.crime can include: : . -

: Theft of Computer Time..This common theft may_ ‘be as slrnple as students domg tenn pa-

s on computers at work or as great as someone: stealmg thousands of dollars of prooesstng .
ne for personal profit. .~ ) L
*Manipulation of Computer ng D Remember the rnovne War Games in, wluch

e protagonist chariged his grades i in the high school computer by, usmg .a modem at home? .
nfortunately, such actions:are all.t60 ‘common.” Newspapers frequently. print stories about..
imputer enthusiasts, or *hackers”, .breaking into public and private databases - sometimes:
st for the technical challenge ‘of it ‘Some _hackers even plant “computer viruses” that tie up-
PUs by commandmg them to do_such' time-consuiming tasks as attempung to calculate the :
ecxse value of pi - thereby cn{plm ‘enormous data networks. . :

! Theft of Data.and Assets. egalJ; called embezzlement, computer theft oﬁen lnvolves a
usted employee who cannot resist the temptation to steal. All too often, the theft is amazingly -
asy to carry out. For example, the chairman of the board and some, of the executive officers’

f the Equity Funding Corporation - a publicly held mutual fund and insurance company - used
jrminals to enter insurance policies for nonexistent people. By entering bogus data over a pe-
od of years, they greatly increased the company’s apparent assets. Of the 97,000 insurance
olicies maintained by the computer, almost two-thirds were fictitious policies with a face value'
f $2.1 billion! Because the company appeared to be more profitable than it actually was, the
tock of Equity Funding was greatly infiated; consequently, the officers; who were large ‘share-
olders, were able to sell their shares at considerable profits. The fraud went undetected be>
ause auditors consistently accepted the'computer: printouts that listéd policyholders as be-
ond question. The crime was dlscovered by audltors and the polxce only when a tonner em-
llO ee revealed the scheme.” . - . -
sers Stealing Software. Are you stealmg when you make a oopy of word | prooessnng sottwe .
or a friend to use? The faw says you are, Yet many normally law-abiding people who would hot
fream of shoplifting see nothing wrong with making a copy.of a $500 word processing package
ind giving it to a friend, despite the fact that it is in violation of the U.S. Copyright Code. Bootleg:,
11"9 software is clearly unethical, as well as illegal; yet it is so widespread that estlmates suggest
ere may be as many as ten ullegal copies for every legitimate program sold.

.. To prevent bootlegging, software vendors sometimes copy protect soﬂware so that lt cannot -
% capled to other disks - or can only be copied a limited number of times, generally twice.
Copy-protected software is becoming rarer; however; as vendors respond to complaints from
users that copy protection is a nuisance. Copy protectxon can make it difficilt to do legitimate -
copying, such as creating backup disks or recovering from ‘hard-disk failure. Iri fact, the lack of
copy protectlon is often a selling feature for many programs. R

* Limits of Legisfation fo Controf Computer Cnme ’
Leg|slators have been trying for years to enact faws to curb computer cnme at the federal level

wnlhout success, ' The ‘major stumbling block :is' the lack!of a legal definition:for “property” and
“value" as they relate to computerized information; Prosecutors are also rejuctant to take computer
thieves to court because the computer security in an organization is typically so poor and computer
crime laws so vague that they find it difficult to build good cases. Because the federal goverment
has not enacted effective laws in this area, many states are beginning to pass stronger legislation
that protects companies from computer theft, deliberate destruction of data and so on.
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! ¢ " "Hardware and Software Controls :-: i : !

Precautlons and controls can be employed for protecting hardware and software from rlle~
gitimate use. Access to_a system'and its data should be controlled, and secure backup copres
maintained. Most electromc network packages include measures for controllmg access to sen--
sitive files. Other ways to reduce the risk of fraud are to rotate personnel in certain jobs and to l
separate important tasks so that no‘one person could complete a fraudulent transaction. :

‘Controlled Access to Hardware and Software: If data or-program security is important, systems "
analysts should ensure that unauthorized personne! cannot have physical access to the computer m
system. The system can be housed in a locked room to protect hardware from theft and to prevent
unauthorized people from accessing data or programs. Specific physical and electronic access con-
trol techniques include keyboard locks, automatic logs, restricted access to systems and fi mrted af- l
ter-hour use. Using passwords that change periodically can also  help to keep asystem secure.” .

Backup Copies of Data and Programs. Creating backups consists of makrng exira copies of pro-: |
grams or data. Backups’ safeguard against the loss of programs or data in computer memory, on
hard disks or on diskettes. Data should be backed up each ime it is updated or changed in any way.:

. Security for Backup Copies. Because backups represent the safety net that will be used i

. ongrnal data or programs are desh’oyed the backups must be protected with the same care as-
the originals.Protection techmques include “Keeping them under lock and key” in"a fireproof |

"container.and. stormg them in-a location several mrles from the ongmals This. protects ﬁles
from natural disasters as well as computer crime. .

- Distributed.Network Controls. Distributed | processmg “and remote databases pose specrf ¢
oontrol problems for organizations because they are vulnerable to unauthorized access to data.
from remote locations. For.example, a company- trylng to discover a competitor's confidential
data might tap;into the- -competitor's network and:monitor transmissions for their own benefit,
Two common controls are used for protecting networks: data encryption and caliback systems.’

«=;Data.encryption involvesencoding.data so that it:cannot.be understood unless it is first
.deooded ‘To éncrypt data; a program uses an algonthm to scramble, or encode, data before it
is-sent over the network. “Another program at-the receiving end then decodes the data. If an
unauthorized person tapped into the database; the data would not readable. .

- Because data encryption is cumbersore and expensive, it is generally used only for sensmve
data Access to both the encryption and the decoding programs must be tightly controlled as well.-
~~~~~ -A callback:system ensures: that aiuser calling in'by phone is callrng -from an authorized
telephone number. After validating‘a user's password; the callback system breaks the phone
connection-and then’ immedlately calls*a: previously stored: telephone number linked to the
rassword in the system’s memory: If this is not the b here the person seeklng access
s located, entry to the systemi will not be permitted. .- _

Separatron ‘and Rotatron of Furictions. Another way to ensure the secunty of computer 8ys: |
“tems is'to’ segmentthe work ‘done so that éach task requires‘several different people. This
: separatron of duties finimizes the risk of unauthorized and fraudulent use and/or modification |
of data'as well as programs, becatise two 0r moré perpétrators within the department would be |
required to commit a fraud. Separatlng ta Iso reduces the nsk of errors ‘since one pers _
can check the work of another, : ,
" In addition to separafing dutles, it Is-advisable to, have duties rotated among lndrvrduals within
each group. from time to time..This airangement is likely to thwart fraudulent collusion among em-

- ployees. If; for example,'a rartrcular data entry.operator who enters only payroll data and a pro- |

~'grammer ! who works exclus vely on payroll programs intend to work together to commit a computer
crime, they may find it difficult to camy it ouit i their jobs are periodically rotated.:

iy Safeguards such as these’ help honest: ‘people stay honest.'Honest computer users often

-_confront ethrcal challen es as well and these Issues are often not so clearly defined.
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- Network Security ;. .o -

Computer security.and the need to physlcally protect data are very. rmportant..This |s tme in
networklng as well, for whenever a computer is ‘connected to a phone line, it is extremely vul-
‘nerable to unauthorized people-gaining access to the data stored there. - :
. Protecting Networks. Because networks.can . make. computer. systems vulnerable f ntru-
: sion, security systems exist 0 protect them. One such.system employs user names, .account
: numbers and passwords to differentiate between authorized users and rntruders To make thrs
¢ system work, users must keep their passwords oonﬁdentral 7

“Another method of ensuring network-security is the' callback system In thrs system. you be-
gm by connecting to the computer via telephone line and modem. Next, the computer prompts
Fyou to enter your user name and-password:-At this point, the computer terminates the connec:
-tion. The computer verifies your user iame and password, and then calls your computer back
at your preregistered phone number to establish the connection for your work session. : :

Intruders. People who intrude or break into computer systems'are: sometimes mappropn- o
" ately called hackers. A true hacker is someone ‘'who demonstrates great skill in programming
-and working with computers; for'that reason; -we need to make a-distinction:between;the .
“hacker and the intruder, a person who delrberately gains access to a computer system that is . .-

the property of another party Intruders’ gain-access to computer systems’by circumventing o

_ user name/password security. Some use an ‘automatic telephone dialer to find the' numbers of .
- computer systems. When they locate a number; their computer attempts to- guess user es
and passwords by trying every possible combination of letters and numbérs. - - .
- Tothwart intruders, systems use lockolts - software that only lets you have three tnes at enter-
ing a user name or password. After three incorrect attempts to enter a comect user name and

- password, the phone connection is broken. -This can certainly slow down the efforts of an intruder.

- Another security measure requires that authorized users change passwords at assigned intervals.

The latest technology uses keycards, fingerprints, voiceprints and.retinal eye scans o se-

- cure multiple-user systems. Although these: require additional sophisticated: hardware .and
software, many military, government, corporate and pnvate mstrtuttons often feel therr rnfonna-
- tion security is worth the extra cost and effort. = -

There are many other ways to break into computers and networks To try ﬁgunng out the
loopholes before intruders do, some computer owners attempt breaking | mto their own sys-
tems. For example, the U. S. Air Force employs experts from\,Mltre Corporatton,to Iook for
weaknesses in its computer security. . ' ‘

Encryption. Encayptron is another technrgue of protectm mputer communmuons Enoryptron
involves putting coding devices at each end of the oommunrcatlon line. Before sending out a mes-
sage, one comﬁuter encodes the text by substrtulmg what appears to be a gibberish characler for
real letters. At the other end the message is decoded by the receiving computer. This mdtes rt very
hard for transmissions to be read by unauthorized | people even if they are intercepted. - .}

File Protection. File protection is now common on personal computers, whetherthey qe used by
one person or connected in a network. Individual workérs can lock personal files so-others cannot

- read them. In addition, entire disks, whether floppies or hard drives, may also be protected. :

The Computer Virus..In recent. years, computer systems have been plagued with an_msrdr-
ous program called a virus: A virus is a software program that enters computer systéms via
other pragrams or through communications networks, then hides itself. It can go unnoticed or
long periods as it infects the computer and then causes it to crash. .

Viruses are often created by an employee who has been fired and wants to'strike back at

~ the company in anger; by young computer geniuses” who want to demonstrate their computer

- skill, by programmers with antisocial tendencies or:a perverted sense of humour. Many.virus
attacks have been had over the past few years, and although they can be stopped there does
not seem to be a way to prevent them o : i




, the present ones are expected to be provided.
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 “An intrusion detection system (IDS) is an automaled system for the detection of computer sys-
:immnlrusms “The main goal of an IDS is to detect unauthorized use, misuse and abuse of com-

Artificial Immune Systems A New Computatlonal Intelhgence Approach

An ‘artificial ‘imiitine- system (AIS)-is -a-type of optimization’ algonthm msplred by the .-
pnnclples and processes of the vertebrate immune system. The algorithms ically exploit the -
immune rstem s characteristics of leaming and memory to solve a problem hey are coupled
to artificial intefligence and closely refated to genetic aigorithms. .1

=-AlS-began in the mid 80s with Farmes, Packard and Perelson’s paper on |mmune networks
(1986) However; llwasonlymlhemldSOSthatAleecaneasubjectaleamltsomnghtThe
first book on Artificial immune Systems was edited by Dasgupta in:1999. New ideas, such
danger theory and algorithms inspired by the innate immune system, are also now being explofed

-#QOver.the past few decades there has been a growing interest in the use of biology as a - !

source of inspiration for solving computational problems. This area of research is often referred -
to-as biologically inspired computing. The motivation of this-field is primarily to-extract useful-*
metaphors from natural biological systems, in order to create effective computational solutions -
to'complex problems in a wide range of domain areas. The more notable developments have
been the neural:networks inspired by:the working -of the brain - Artificial Neural Networks-
(ANNs) -and the evolutionary algorithms (EA) inspired by neo-Darwinian theory of evalution. -
The immune system is incredibly robust; it is adaptive, mherently distributed, posses power- -
ful Ppattem recognition, leaming and memory capabllmes lt is for these reasons (and more) the -
immune system is attracting such attention. .
= The field of AlS is, in computer.science and engmeenng terms, relatlvely young and is
growing at a rapid rate. To date, no single text has ever been written that attempts to oonsolt-
date all current research and to focus the many ideas into a general framework. ,

= RS “iFundamentals of the immune System -

Understandlng the "human immune system has significantly advanced in the past few dec-
ades. The immune system is known to defend our bodies from attack by foreign invaders (such
as viruses and bacteria). it has also been’shown to be caﬁable of remembering previous en-:
counters with these mvaders and thus knowledge has been amessed to prowde vaccines fora’
whole plethora of viruses?-~- '

v .The Immune System in Context with Other B:o/og:cal Systems -
lmmune system research is, in its very nature, interdisciplinary. There are many researchers

'studymg the relationship’ belween the immune system and other biological systems, such as the -

nervous and endocrine systems. Some ‘cognitive scientists are interested in studying the immune -
recognition, leaming .and memory. capabiliies. Researchers on evolutionary biology are.

interested in verifying the contribution of the immune system to the evolution of the organism and :
~comparing their timescales. Finally, “researchers on ecological systems argue that immune sys-::

tems share a number,of similarities with ecological economic systems in terms of function.
By studying these biological systems and thear integration; new insights for the development
of novel hybnd systems and also systems that : are closer to arhﬁccal hfe and behaviours than -

The working of the brain has led to the development of one of the most mﬂuenttal oomputatlonal}
intelligence. paradignis: artificial neural ‘networks (ANNs).'ANNshave been applied to a. vast
amount of complex problems stich as vision, pattem recognition, classification and approximation,

o name a few. Byregardmgﬂtelmnwnesystemasoogniuve such asthe brain, and making a

comparison between them; it is possible to trace neWparallelsbetweenAlS models andANN and_.

An Artifi ctal immune System for Network lntmslon Detectlon

puter systems by both system insiders and extemal intruders. Thtsresearchproposesanovelap

proaoh fo building a nefwork-based DS, which is |nspued by a human immune system.




mrs e ey e

Network-based IDSs manitor any number of hosts on a network by scrutinizing the audit trails of

- multiple hosts. As the first stage of this research, the set of general requirements of building an ef-

- fective network-based IDS weré found. The’ ‘three’ ‘design goals to satisfy these requ:rements
;- which are being distributed, self-organizing and lightweight, were identified by:a careful examina-.
¢ tion of the literature, Then, an analysis of the complex capabiliies of human immune system was

- performed and the several salient features of human immune systems for network-based intrusion .

" detection were- identified.” This’ analysis: shows: that.the human immune: system is' distributed
. through its immisne network-and unique’antibody ‘sets. It is: :self-rganizing’because of the three -
++ evolutionary processes of gene library evolution, negative’ selection and clonal selection. It is light-

" weight because of the generality of‘approximate binding and gene expression, and the efficiency

+ of memory cells. These remarkablé features allow the human immune system to clearly fulfil the .
- design goals for. network-based 1DSs Furthermmore, even though various approaches have been
«developed and proposed no network-based IDS has salisfied all its requirements. ‘

- The main idea of this model is dlstlnguushmg self,- whichis normal, from non-self, whlch is

¢ abnormal. Many. sophisticated network intrusions such:as’ sweeps, co-ordinated- attacks ‘and
¢ the Intemet worms are detected by monitoring the anomalies of network traffic pattems. Thus,
t the artificial immune. model is designed for d|stmgu|shmg nomal network: activmes from -ab- -
i normal network activities and is expected to detect various network intrusions. : BE

The artificial immune model for network intrusion detection consists of a pnmary 1D
secondary IDS, For a human body, at the bone marrow and the thymus, various detector; cells,
called antibodies, are. continuously generated and distributed to secondary . lymph : nodes,

 where antibodies reside to monitor living cells. The distributed antibodies monitor all hvmg cells

and detect non-self cells, called antigens, invading into- the human body: For.the artificial.im-
mune model, the primary IDS, which is viewed as the bone marrow.and. thymus, generates

" numerous detector sets. They describe abnormal patterns of network traffic packets. They are_

i ‘stage accordmg to their perceived purpose, the new artificial i |mmune for this’
-these three ssgmﬁcant evolutionary stages into a single methodology. °

 rently existing antngens This process allows the model to be lightweight and self-org an

unique and transferred to each local host. Local hosts are viewed as sécondary lymph'nodes,

 detectors as antibodies and network intrusions @s antigens..At the secondary IDSs; which are

local hosts, detectors are used by.background processes which monitor whether non-self net-

. work traffic pattemns are observed from network traffic pattems profiled at the monitored local -

host. The.primary.IDS and each secondary DS have commumcators 1o allow the transfer of
information between each other.

For the proposed artificial i lmmune system the several sophlstlcated mechamsms of the human'
immune system Which allow it to satisfy three design goals of a competent network-based IDS are
embedded in three evolutlonary stages: gene fibrary evolution, négative selection and clonal sélec-
tion, While the currently existing computer immiune models focus on the use of a smglg sngmfgcant
arch combines

"Gens Irbrary evolution slmulates the first stage of evolution, Wthh :

ng.
Gene expression and negative selection form the ‘second stage of evolution;: generatmg di-

- verse pre-detectors and selecting mature detector sets by eliminating false pre-detectors in a

self-organizing way. The transfer of unique detector sets to the secondary IDS also, occurs at
this stage; making the model distributed. Clonal selection is the third stage of evolution, detect-
ing various intrusions with a limited number of detector sets using approximate binding, and

. generating memory detectors. The generality and efficiency of these mechanisms results in the
1 model being lightweight. In"addition; this process drives the gene fibrary:évolution in the pri-

. mary IDS. These three stages are co-ordinated across a network to satisfy t
; desngnmg effectlve lDSs bemg dnstnbuted self-orgamzmg nd Ilghtwelght "

eeg’ tsfor

53



-:UNIT. ,III FLEDGING: TECHNOLOGIES

he' Fifth Generatlon of Comput

-+« With the fifth: generation of. computmg (1983 ?) we have personal computers as powerful j

*as mainframes and software that performs certain thinking functions only our brains could do.. ‘

- One sign-of fifth-generation activity was the recognition of legitimate expert systems research’
-around.1983: Another.was the fifth generation government-funded.research project that Jap.

 formally launched in the early 1980s..The goal was to develop computer systems that combine:

.advances:in:speech recognition;- vision systems, database technology, and- the telephone:
-booth:so that the average citizen would have extraordinarily easy access to computer power:

and information.: The Japanese project Is still underway but today, i fth- generatron projects are.

- rn development_around the world - especnalty in the United States p Ly :

1 Circuit: Technology T ' i
" One fi fth-generat|on goat is to'devélop VHSIC and UHSIC Chlps more commonly called su-"
perchrps Early superchips are two to three times faster than the fastest personal computer mi- -
croprocessor chip. The first uses for these superchips are in military applications, but scientists.
say they'll be-widely used in consumer products such as digital television sets. Not only wrll
superchips be fast, they'll be self-repamng too! They'll be abte to dlagnose therr own malfunc--
_ trons and substitute spare transistors on the same chip.

- Chip development i is truty at the center of the f fth generatron Other research is underway i rn
the following areas: % ,r
.2-New materials such as galhum arsemde to replace srlrcon . ‘

=-New techniques such as superconducttvrty or operatrng m extremely low temperatures that
speeds the flow of electricity.. , - :
:- -New applications such as the neurocornputer or neural computmg chrp o

;First developed by Drs. Carver Mead and Federico Faggin, the neural chrp works very simi-
larty to the neurons in our.own brains. The chips.can be linked into massive, complex crrcurts
that sclentlsts hope wﬂl eventually Iead to ‘thmkmg computers . ]

= |IODe'vsces P e '
Touch screens wrll be in ca use forsrmple tasks in the fifth generatron Instead of typrng,‘
wel be able fo give these computers voice instructions. In time, they will réply vocally, or by more-
‘conventional means if 'we prefer. As”the manner in which the ‘computer- inputs and outputs
'_changes-so will the user mterface , to a pomt where it will be entsrety transparent asit should be

Memory and Storage

nory. chips. will acquire . vast storage capabilities; economies of scale in manufactunng
.wrll drop so dramatically that they will be able to hold tremendous:amounts of mass storage.
(Optical storage devices; based.on today’s CD-ROM and-videodisc technologies, will largely
replaoe ‘magnetic: disks. Gradually, we will be able to store data on networks as well S0.we’
‘won't have to'pay for our own storage dewces atall.” ' L .

: Programmlng

" Object-orien programmmg (OOP) and computer-arded software engrneenng (CASE)

tools will-be in.routine use for developing applications in business. Indeed, many users will be
able to utilize OOP for creating personalized applications. This will be a dramatic advance; ap-
plications can be (designed to one’s own personal needs and tastes. No longer will it be neces-
sary to leam how.to use'a program; the oomputer will “learn”. how to perform a particular task
-exactly as you.want it done. In time, the ‘programming language” will be our own spoken lan-
guage,-which the computer rnterprets into-its.own machine language.The instructions them-
selves will be programmable, s0 that computer crashes will be a rng of the past prograrms
will be self-reparnng ; o -
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< Software -
£ The fifth generatron wrll bnn us mtellrgent lnterfaoes that leam to respond to our personal
:workstyle or lifestyle. For example, the computer knows that you like to wake up in thé moming to
- - the moming news headlines, then you like to read your electronic mail. it will alert you when you
- need to attend a meeting or write a report. As you change between types of data, it wil automatr-
lly switch between the spreadsheet and database applications. Image processing and voice
" recognition will be an important part of fifth-generation systems. We will be on-ine oontrnuously as’
the computer searches for and retneves data we have prevrously programmed itto ﬁnd for us::

: No matter how powerlul today’s computer is, there are strll trmes when we must srt and wart
- for an operation to be completed. This is because the CPU can only process one instruction at
time, and even though it may be processing at 20, 25, or even 33 million mstruct S
second we still end up staring at the screen for what seems like hours. E e

: Frfth-generatlon computers will overcome the problem of speed in several § ways One is the new
© generation of reduced insfruction set computers, or. RISC machines. They take advantage of the
{* traditional von Neumann CPU archltecture by utilizing, ‘as' the name implies; fewer instructions.
:" Another is the parallel’ processlng architecture that al ows ‘many CPUs to'share the processing
: work. Perhaps the most promising is the optrcal ‘computer, which uses light mstead of electricity.
Such a computer would be able to process mstructrons a nearly the speed of llght,

K What Lres Ahead? 5 J
The computer has made advances that.are unparalleled by any other rnventron or achieve-
: ment of the human race:.Yet many people believe its greatest contributions are yet to'come.
- The fifth generation is leading us into an age where the computer will be our sidekick, compan-
' ion, and extension of our brain. We will not have to spend so much time leaming how.to use it
Poor manrpulatlng its hardwaré and_,software to get ‘what we need from it. In this exciting new -
.~ generation, the computer will become a genuine productivity tool.”As it does so, we will find
- that the fifth generatlon is bringing us computer systems capabilities we can scaroely imagine,
© Yet are people’s attitudes changing and advancing along with jimprovements in machines such
+ as the computer? We have seen great resistance on the part of people to change, especially with
respect to leaning how to understand and use a computer. However, whether we are ready or not
computers begin making dramatic changes in our lives over the next 30 years
- We will see much of our daily activites automated by computers.: Those who hold ]obs will be
~ those who make business decisions or those who work in entertainment and the creative arts:
business and government leaders, salespeo, e, artists, composers, sports players There will be a
vast explosion in creativity, but also a huge leisure dlass. The quality of life will improve for every-
- one - but at the same time, the world's population will continue to grow at a rapid pace. -
Meanwhile, we will enter the sixth, and perhaps the seventh,.computer generatrons Com-
- puters will-be’ ubiquitous,_ everywhere and invisible."We will issueinstructions to-walls, :side-
+ walks, autos, appliances. Robots will tend to our personal needs, and all rnformatron and enter-
" tainment will be delivered to us, automatically, via fiber-optic nefworks. -
- Can we effectively deal wrlh all this change? Author-adventurer. Laurens Van der Post sard
- “ife is its own joumey;: presupposes its own change and movement and one tries to amest
them at one's etemal peri”. We must begin leaming how to develop our capacity to change,
* and expanding our mental and human potential now, rn order to prepare for thrs new world lt is
: oursandwemustbertsmaster notitsslave, . - -~ R

: =z DNA Computers - o

: Even as you read this text. ‘computer chip manufacturers are. funously racrng to make the
- next microprocessor that will topple speed records. Sooner or later, though, this competition is
. bound to hit a wall: Microprocessors made of silicon will eventually réach their limits of Speed
- and miniaturization. Chip makers need a new material to. produoe faster computmg speeds




‘ "You won't belreve where scientists have found the new material they need to build the next -
generatron of mlcroprocessors Millions of natural:supercomputers exist inside fiving organ-
isms, rncludrng your body. DNA (deoxynbonuclerc acid) molecules, the material our genes are
‘made of, have the potential to perform calculations many times faster than the world’s most
powerful human-built computers:DNA ‘might one day be integrated into a computer chip to
“create a so-called biochip that will push computers even faster, DNA molecules have already .
- “been hamessed to perform complex mathematical problems. - * - =~ - :
- While still i’ théir infancy, DNA computers wrll be capable of 'storing brllrons of times more -
dat han your personal computer ) ) :

: CEUVL Chrpmakr ey ' :

- Silicon mlcroprocessors have been the heart of the computrng world for more than 40 years. :
ln that time, microprocessor manufacturers have crammed more and more electronic devices |
onto microprocessors. In accordance’ with' Moore's Law, the number. of electronic devices put -
- on a microprocessor. has doubled every 18 months. Moores Law is named after Inte! founder
~.Gordon Moore, who predicted in-1965 that microprocessors would double in complexity every
two years, Many scientists have predicted that Moore's Law ‘will soon reach its end because of
" the physical limitations of silicon micropracessors. - -

.The current process used-to pack more and more transrstors onto a chrp is called deep-
 ultraviolet lithography (DUVL), which is a photography-like technique that focuses light through
‘lenses fo carve clrcu%)attems on silicon wafers. It was predicted that DUVL would begin to
“reach its limit around-2005. And at that time, chipmakers would have to look to other technolo-
“gies fo cram more transistors onto silicon to’ create more powerful chips. Many scientists are
. already looking at‘extreme-ultyaviolet lithography (EUVL) as a way to extend the life of silicon
> @t least until the ‘end ‘of the decade: EUVL uses mirrors instead. of lenses to focus the Irght

N whlch allows lrght wrth shorter wavelengths to aocurately focus on the srlrcon wafer. - R

AN ~.." DNA and Quantum .

Beyond EUVL researchers have been looking at altematives to the traditional mrcroproces-
sor design:sTwo of the more mterestrng emergrng technologres are DNA computers and quan
tum computers.-

DNA oomputers cant be found at your local electronlcs store yet The technology is stll in
:.development; and.didn’t even exist as a concept a decade ago. In 1994, Leonard Adleman in-
- troduced the idea of using DNA to solve complex mathematical problems -Adleman, a com-
2 puter scientist at the University of Southem California, came to the conclusion that DNA had
- computational potentral after: reading: the: book-“Molecular. Biology of the Gene’, written by
James Watson, who co-discovered the structure of DNA in 1953. In fact, DNA is very srmrlar to
a computer hard drive in how it stores permanent information about your genes. .

“:Adleman is often called the inventor of DNA computers..His arficle in.a 1994 issue of the}
rournal Sciencs outlined how to use DNA to'solve a well- known mathematical problem. called
the directed Hamilfon Path problem, also:known: as the ‘travelling salesman” problem. Th

“"goal of the problem {s"to-find the shortest route between:a number of cities, going throug
"."-edch city only once. As.you add more cities to the problem, the problem beoomes more dr :
ult Adleman decided to find the shortest route between seven cities. * ,

‘You- could* probably draw'this problem out on'paper and come to a solutron faster th ‘

Adleman did using his DNA test- tube computer Here are the steps taken inthe Adleman DN

computer experiment: * -

' ‘Strands of DNA represent the seven cities. In genes genetrc codrng is represented
thgl left]te;‘st A tlrr C and G Some sequence of these four. letters represented each crty and po ;

: sibie a R & . ' L

Sl hes% molecules are then mrxed ina test tube wrth some of these DNA strands strc i
together A chain of these strands represents a possrble answer.. v, ‘

:,5‘5‘




v 3 Within a few seconds, all of the possrble combinatrons of DNA strands, which represent.
answers, are created in the test tube. : ; o

"1 4. Adleman eliminates the wrong molecules: through chemlcal reactlons, whlch leave be-
hmd only the flight paths that connect all seven cities.” ' " '+

~*The success of the ‘Adleman DNA computer proves that- DNA can'be used to calculate_

! / complex mathematical problems. However, this' early' DNA ‘Computer is ‘far-from challenging- "

' silicon-based ‘computers in terms of speed. The Adleman’ DNA computer- created a group of "'

{ possible answers very quickly, but'it took days for Adleman to' niarrow down the possibilities.
 Another drawback of his DNA computer is that it requires'human assistance. The goal of the‘
DNA computing field is to create a device that can work mdependent of human involvement. °

*- DNA*computers have’ the ‘potential ‘to take computing to new: levels;: “picking“up’ ‘where
Moore s Law leaves off. There are several advantages to using DNA instead of srtroon i

: "« Aslong as there are cellglar ¢ organisms, there will be’ a supply of DNA SR
"+ The large stipply of DNA makes it a cheap resource. ™ SR

¢ Unlike traditional’ mlcroprocessors, whrch are mad usmg toxrc matenals DNA blochrps
-can be made cleanly.”. & . :

i+ DNA computers are many times smaller than toda)'s computers ~ Lo

DNA's key advantage is that it will make computers smaller, while at the same tlme lncreas-
;ing storage capacity, than any computer that has come before One poiind of DNA has the ca-
- pacity to store more’information than all the electronic oomputers ever-buiit.: The computing -
:power of a teardrop-sized DNA computer; using the DNA logic gate, will be more powerful than
ithe world’s most powerful supercomputer. More than 10-trilion' DNA ‘molecules can'fit into.an
‘area no lar dger ‘than 1 cubic centimeter. (0.06 inch3).: With this small amount of DNA, a'com-
-puter would be able to hold 10'terabytes’(TB) of data and perform_ 10-tnll|on calculatuons at a’
-time. By adding more DNA, more calculations could be performed

Unlike conventional computers, DNA"computers'could perform calculatrons srmultaneously"
‘Conventional computers operate linearly, taking on tasks one at a time: It i is parallel computing
-that will ‘allow DNA to’solve complex’ mathematical pmblems rn hou' 'that mrght
take electrical computers hundreds of years to complete.: * : ; S E

Today's computers work by manipulating bits that exist in one of two staes~. or 1. Quantum
computers aren't limited to two states; they encode information as'quantum bits, or qubits. A qubrt

‘canbe a 1ora0, orit can exist in a superposition that is simultaneously 1 and 0 ‘or somewhere in
between. Qubits represent atoms that are working together fo serve as oomputer ‘and a
micropracessor. Because a quantum computer can'contain these' multiple states’ srmultaneously it
has the potential to be millions of times more powerful than today’s most powerful ‘supércomput-
ers. A 30-qubit quantum computer would equal the processing power of a conventional computer
capable of running at 10 teraops;’ or trillions of operatrons per seoond Today‘s fastest < superoom-
puters have achieved speeds of about 2teraops. L

* . Already we are seetng powerful computers in non-desktop roles Laptop. computers and
personal digital assistants (PDAs) have taken computing out of the office. Wearable oomputers
built into our clothing and jewellery will be with us everywhere we go: .
- Bythe end of the decade, we could be wearing our computers instead of f sitfing in front oflhem
. Our files will follow us while our.computer provides constant feedback about.our environ-
ment. Voice- and handwriting-recognition software will allow us to interface with our computers
without using a mouse ‘or.a keyboard. Magnetic RAM and other innovations will soon pmyrde :
our PC with the same jnstant-on accessibility that our TV and radio have.. .. ;. - - e
. One thing is an absolute certainty: the PC-will evolve, It wlll get faster lt wrll have mo
pacrty And it will continue to be an integral part of our Irves 3 i

&
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. Atificial lnte'lllgenc -
Artrf cial Intell gence (AI) can be defined as the study of methods by whlch a computer can- -
stmulate ‘aspects_of human:intelligence. One aim. of-this study is-to design a computer that. -
“might . be; able . to.reason - for. itself.- A _more  “attainable”: objectwe -of work on-Al is the:
development of systems that.can:work with ‘natural language ‘meaning the language that we:
speak and write as distinct from any programmed computer language. Another aspect of Al is -
the ability of the computer to search knowledge in a database for the best possible reply to a-
question because this has strong parallels with the way that we solve problems ourselves. _;
| A“I 8. dlw%e‘;l roughly into two schools of though Conventtonal AI rand Computatlonal;
nte igence : e
Cogrventrr()nal Al mostly mvolves methods now classmed as machrne leammg, charactenzed s
by formalism and statistical analysis. This is also known as symbolic Al, logrcal Al, neat Al and
Good Old Fashioned Artificial Intelligence (GOFAI). lts methods include: - - L
Expert systems: apply reasoning capabtlltles to reach a conclusron An expert system_' !
can process large amounts of. known mformatton and provrde concluslons based on them b
.;Case based reasonin : e
+Bayesian networks, ;- ~
. Behaviour based u|lding Al systems by b hand z
i omputatronal Intellrgence involves iterative development or learning. Leamlng is based on_ :
empirical, data “andis - assocrated w1th non symbolic Al ffy-'Al -and soft computung lts"":
methods mainly include:. i . . 3
» Neural networks: systems with very strong pattem recognrhon capablhtles .
Fuzzy systems: techniques for. reasoning’ under uncertarnty, have been wrdely used
modem industrial and consumer prodtict control systems, .+, . : ket
. Evolutionary computation: .applies:biologically rnsprred concepts such as populatlons,-_
mutatron and survival of the fittest.to generate increasingly; better solutions: to the problem;
These methods most notably are divided into evolutlonary algonthms (e g. genetrc algonthms) _
and swarm intelligence (e.g. ant algorithms).-,+ - '
+‘With hybrid intelligent, systems attempts ‘are made t combme these two groups Expert,"
mference rules can: be’ generated through neural network or.production’ Tules:from statistical
learning such as in ACTR. ltis thought that the human brain uses multiple techmques to both.
formulate ‘and . cross-check , results. Thus, . systems- W
‘ perhaps

Ea the 7th century. René De ' of ammals as complex but
reducrble machines, thus formulating the mechanistic theory,also known as.the “clockwork:
paradigm”. Wilhelm Schlckard created the first mechanical digital calculating machine in 1623;
followed by machines of Blaise Pascal (1643) and Gottfried Wilhelm von Leibniz (1671), who
also invented the'binary’system: In"the”19th-century;’ Charles Babbage and Ada Lovelace'-‘
worked on programmabie mechanical calculating machines;” ¢ o

‘Bertrand Russell and Alfred*North Whitehead ‘published Pnncrpra‘Mathematrca in" 1910 ;
1913, which revolutionized formal-logic. In1931°Kuirt Godel showed that sufficiently powerful_
consrstent formal systems contain true theorems unprovablé by any theorem-proving Al that is
systematlcally deriving all pOSSlble theorems from the axioms. In.1941 Konrad Zuse built. the
first working mechanical program-controlled computers ‘Warren“McCulloch and Walter Pitts
published A Logical Calculus of the Ideas’ Immanent in Nervous"Activity (1943), laying the
foundations for neural networks. Norbert Wiener's Cybemetrcs or Contrcl and Communrcation
in the Animal and the Machine populanzes the term “cybernetics™. - - -+
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- The 1950s were a period of active efforts in Al In: 1950 Alan Tunng introduced the Turing
test™as a way of operationalizinga test of inteliigent behaviour.:The- first working Al programs
.were written in 1951 to run on-the Feiranti Mark |- machine of the University of Manchester: a
draughts-playing program written by Christopher: Strachey and -a' chess-playing: program
written:by Dietrich: Prinz. John. McCarthy coined:the term-“artificial- intelligence” at. the. first
conference devoted to the subject; in: 1956.:He.also invented the: Llsp programming language.
‘Joseph Weizenbaum built ELIZA,:a" chatterbot implementing Rogerian psychotherapy. The
‘birthdate of Al is generally considered to:be July 1956 at the Dartmouth Conference where
many of these people met and exchanged ideas;*

I At the same time;-John’von Nelimarin, who- had been hrred by the RAND Corporatron
developed the game theory, which would prove invaluable in the progress of Al research. -

. During the 1960s and .1970s, Joel Moses demonstrated the power of symbolic reasoning for
integration problems in-the Macsyma program, ‘the first successful knowtedge—based program
in mathematics. Leonard Uhr and Charles Vossler published “A Pattern Recognition Program
That Generates, Evaluates, and Adjusts Its'Own Operators” in 1963 which described.one-of
the first machine learning programs that could-adaptively acquire ‘and modify features. and
thereby overcome the limitations. of . simple :perceptrons of Rosenblatt: Marvin- Minsky and
‘Seymour Papert published Perceptrons, which demonstrated the limits of simple neural nets.
‘Alain Colmerauer developed the Prolog computer language. Ted Shortliffe demonstrated the
power of rule-based systems for knowledge representation and inference in medical diagnosis
‘and therapy in what is sometimes called the first expert system. Hans Moravec developed the
first computer-controlled vehicle to autonomously negotiate cluttered obstacle courses. =

' In the 1980s, neural networks became widely used due to'the backpropagation algonthm,
first described by Pau! Werbos in-1974. The team of Emst chkmanns burlt the f rst robot cars,
‘driving up to 55 mph on empty streets.: 7.

1 9903 & Tumn of the Mrllenmum : N

; The 1990s marked’ major achievements in  many areas of Al and demonstratrons ot varrous
applications. In 1995, one of Dickmanns’ robot cars drove more than 1000 miles in traffic at up
to 110 mph. Deep Blue, a chess-playing computer, beat Garry Kasparov in a famous six-game
‘match in 1997. DARPA stated that the costs saved by implementing Al methods for scheduling
units in the first Persian Gulf War have repaid the US:govemment's entire investment m Al
research since the 1950s. Honda built the first prototypes of humanoid robots. S

* During the 1990s and 2000s Al has become very influenced by probability theory and statrstm
Bayesian networks are the focus: of this movement, providing links to more rigorous: topics-in
statistics and engineering such as Markov models ‘and Kalman filters, and bridging the divide
between “neat” and “scruffy” approaches. Thie last few years have also seen a big interest in game
theory applied to Al decision making. This new school of Al is sometimes called machine leaming. -
After the September 11, 2001 attacks there-has been much renewed interest and funding for
threat-detection Al systerns including machine vision research and data-mining. However despite
the hype, excitement about Bayesran Al'is perhaps now fading again.as successful Bayesian
models have only appeared for tiny statistical. tasks . (such: as finding- principal components
probabilistically) and appear tobe rnuactabte for generd peroeptron and decrsron makrng

: “*Alin Busmoss o

- Banks use artificial mtelllgenoe systems to” organize operatrons Invest in: stocks and
manage properties.”In-August 2001, robots- beat” humans in a srmulated financial’ tradrng
competition. A medical clinic Can use artificial intelligence systems to-organize bed 'schedules,
make a staff rotation, and to’ provide medical information: Many’ practrcal applrcatrons are
dependent on artrﬁclal neural networks — networks that pattern their organrzatron in' mimicry of
a brain's neurons, which have been found to exce! in pattem recognition. Financial institutions
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have long used such systems o detect charges or claims oulside of the _norm, flagging these
for human investigation. Neural networks are also being widely deployed in homeland secuity,
speech and text recognition;- ‘medical dlagnosrs,(such as ln Concept Prooessmg technology in
EMR software); data mining, and e-mail Spam filtefing: -

W

>, Robots -have. become ‘common: in- many :industries. They are often g|ven jobs that are ;
considered dangerous to humans..Robots have:proved to:be- effective.in jobs. that.are very
repetitive which may lead to mistakes or accidents due to a lapse in concentration, and in other -
jobs.which humans may find degrading.:General Motors uses-around-16,000 robots for-tasks
such as painting, welding, and assembly. Japan is the leaderin using robots in the world. In :

1995, 700 000 robots were in use worldwide; over 500,000, of which were from Japan

Al Fiction - N
ln scrence ﬁctron Al - almost always strong Al - i commonly portrayed as an upoommg

power trying to overthrow human authority as in HAL 9000, Skynet, Colossus and The Matrix
or a5 service humanoids like C-3PO, Marvin, Data, KITT and RR, the Bioentenmal Man, the '

‘Machas in Al., Cortana from the Halo series of, Sonny in l, Robot. =
“>A:notable exceptron is Mike in Robert A. Heinlein's The Moon Is: a Harsh Mrstress a
; supercomputer that becomes aware and aids in a local revolution.

‘2'The inevitability of world domination by out-of-control Al is also arﬂued by some fctron
~wnters like Kevin Warwick. In works such as the Japanese manga: Ghost in the Shell, the
existence’of intelligent machines questions the definition of life-as organisms rather than a
broader category of autonomous " entities, . establishing a::notional - concept of systemic
intelligence. . Some - fiction writers, . such: as Vemor -Vinge and:Ray.:Kurzweil, have also

1}1)1 eculated that the advent of strong Al'is likely to cause abrupt and dramatic socretal change g
e g

period of abrupt change is ‘sometimes referred to as "the Singularity”. -:

Author Frank Herbert explored the idea of a time when mankind might ban clever rnachrnes“

entirely. His Dune series makes mention of a rebeltion called the Butlerian Jihad in which
mankind defeats the smart machines of the future and then imposes a death penalty against

‘any*who would ‘again’ create thinking ‘machines, Often quoted ‘from " the fictional Orange:,

"Cathollc Bible; "Thou shall not make a machrne in the likeness of a human rmnd v

+* A Robot's Best Friend . ' : %

be for 0U..

~ABOisa totally autonomous robot ca)d)le of heanng and seerng, sensrng balanoe and touch ;
Eighteen specialized motors allow such dog-ike motions as rolling over, scrafching, playing dead;
+8nd chasing a pink ball. Like a puppy, with time and training AIBO develops perfect movements and’
unique. behaviour. pattems. . Programmed. to seek companionship, AIBO simulates emotions i llre}

hqapmess, surpnse and atger and is clever at responding to verbal commands
& o Coinputerized Canine That is Full of Byte °

*mne pet has been let off its leash by its designers in the United Kingdom.
#:The RS-01 is similar-toa real dog in that it can understand and act on up to 60 verbal i i
struchons thanks to voice-recognition technolo fgfy It can walk; perform tricks, sit up and beg,
respond to being stroked and even recognize different coloured balls.

-, The RS-01 also has practical uses, such as allowing its owner to view locations remotely via
an onboard camiera, and to'read e-mails. ‘Acting as a mobile closed-circuit surverllance system,
,»‘rtmn also play the role of a guard dog, watching out for intruders. .
oomputenzed canine was designed by experts at RoboScience, a oompany |n England that

specializes in'robotic technology. The cyber-pet is 82 centimetres (cm) long, 67cm tall and 37cni:

wrde (the srze of a Labrador) andis much bigger than any other robot dog produced sofar. .
60

fi:. Tired of walkmg your dog' and ﬁndrng |ts hair everywhere? Sonys robotrc dog, AIBO may"

S robot dog that is sard to bé the world's largest and most technologrcally sophrstrcated ca-"



- mand and will be available at between 15,000 and_-2
5_ uteam is led by chief technical officer Nick Wirth, > -

o) house and has sensors that can recognize different

‘but the amazing rpart is that you can usually man t%e to dodge block, or catch the item; as you see A
s fa T

= A'limited number of handmade: RS-Ots will be produced to order, dependmg on the de--
00 pounds sterling-eac he_,desrgn

“The RS-01 is packed with cutting-edge technology -1t can, leam tncks track you down'in’ your
ours. If you pat or touch ts | paw, it will move.

The only things that-are” anywhere near as sophisticated are ﬁrototypes ‘costing over:a mrl-

fion pounds each. RoboScrence achreved f.hlS in just seven mont s with a team of elght peopte

and six figure budget. : W >

The technology had appllcatrons in the f eld of space exploratron the |ersure rndustry, spe-

cial effects, secunty and the mrlrtary s

‘ ‘ .;Thmkm Robots
~ Have you ever heard anyone yell “Think fast!”

SR

and then toss somethrng at you? Its a dirty trick,

fit. Your brain is fast, it can make judgements “on the fly” and adapt to changing situations.”
Traditionally,” efforts to mimic human thought have centered around rule-based logic. The :
computer in front of you now uses rule-based logic: binary data'is stored ‘and manipulated ac- .
cording to a set of pre-programmed rules. Most robotic “brains” are rulebased often contamed .
on a single chip that functions as a computer - a microcomputer. - s -
‘Rule-based systems .can be:used. to create artificial’ mtelhgence by programmrng vast_, -

amounts of information into a computer. Relying on this enormous set of data, such-a com-
 puter is-able to mimic intelligence, for-example,’ helpmg to-diagnose:diseases by comparing - -
- symptoms to those in a database. Such “expert systems” can know more than any single per--
* son, and yet they have only avery ‘narrow range of useful function. Also, they can't leam: They,_

i can ‘only make connections they've been programmed to make.:

H L<_3

Another approach to artificial intelligence-Is neural networks. Neurat are modelled

* after the human brain, with the advantage that they are better at handling ambiguity than rule-
 based systems. A neural net “leams” by exposure to lots of inputs and correspondrng outputs. -
- Once trained, the neural net responds to an input with'a likely output. - .

able answers (some call this “fuzzy logch Sounds wishy-washy, perhaps but many r reaI
“lems - for example; “Will it rain today? -

Unlike rule-based systems, a neural network doesn't give definite answers onty most pmt )

n't have definite answers. T
A third and relatively new approach to robotic intelligence is’ somethm ‘called a strmulus—

 response mechanism (also known as subsumptron arohrtectt:’re) t')tl)r;neere by Rodney Brooks, ”

* at MIT. In a stimulus-response robot, there is no me
* hard-wired responses to stimulation. - : ¢

- robot. Several stimulus-response mechanisms operating simul
cate etaborate behavrour that seems rntetligent

. Think of it - not a human being in site 5 yet mushrooms are being ed' and greens on golf

ical ecasron-malung 7 !

- For example, by linking light sensors drrectly to motors, it's

ﬁgssble to make a lrght seekmg
neously‘in one robot can cre-

“Mushroom Prckers Wanted‘ Only Robots Need App!

courses are being cut. If work bein carne out at Warwrck Umversrty continues to be success-
. ful, those unfikely scenarios could bé commonplace in the United Kingdom by 2016. -

- farmmg and horticulture.

Yes robots are on the march agaln |nto one of the Iast bastrons 0 tabour—mtensrve mdustry

Research engineers and hortrcutture specrahsts at Warwrck Unrversrty, central En Iand are.

- working together to devise a suite of robots and automated systems that could trans on'n fann-‘

* ing and horticulture over the next decade, : Ceairs

The researchers from Warwick's: hortlcultural arm. and its manufactunng engmeenng sec—- '

 tion, are working.on‘a number of products that will vastly reduce the tabour costs of farmers-

- and growers:; These include:-

- Robotic mushroom prcker the robat uses a ‘charged-ooupled camera to spot and"select
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only mushrooms. of the exact size required for.picking - achieving levels of accuracy far in ex-
cess of human.labour. The mushrooms:are picked.by a suction cup on the end of a robotic -
arm. Although the picking speed is just over half that of a human, the robot can be set to pick
24 hours a day right-thfough the night without-any: break. The researchers also hope to rn- .
crease the picking speed to much closer to that of a human. -. i
-+;inflatable conveyor belt: a revolutionary group of inflatable ards to harves’ung that provrde
huge savings on labour costs. The inflatable conveyor.system can be driven into an open field. -
or covered growing area. Within minutes, up to 100 metres of powered conveyor belt can be -
deployed allowing crops to be’ processed at high.speed strarght to oool storage o washrngr or.. :
simply sorted and graded while still in the field.. .. 3.

- Robot grass cutter: mowing the lawn is a drudge but for growers, farmers even golf-:; :
course owners, with large amounts of grassland it is'a massive problem with every tractor re-; :
quiring ; a skilled employee to'manage such pastures. Warwnck ‘Manutfacturing Group research-" .
ers"are'developing.a new method that can allow a farrner of grower.to deploy multiple robotic
grass-cutting- machines at the same time all.under the supervision of just a single employee.-
They are working: with the’ Ransomes Spider.grass-cutting device that can be remotely con-- .
trolled and can mow on 40-degree inclines..They are replacing that remote control with a com-. -
puter that can use its own data sensors attached to the mower, to travel autonomously across -
fields,: working -in- groups with: other robotic mowers, to ensure that the t'eld IS mowed as'.;.-f
quickly-as possible. t:: - i et vy s o

‘= *The climate of the UK deterrmnes the pattem of agnculture Desprte belng over 50 degrees

'north in latitude the environment is temperate, influenced by the warm Gulf Stream. The geol- - |
ogy of the UK is very varied and the result of these two criteria has been the development ofa :
diverse and fertile agriculture with a long tradition of quality crops and livestock. - 0

‘UK agro-food production and processing technologies are among the most ‘advanced in the ..
world The industries that support them have also developed to.an"advanced state and the ::
secfor as"a whole has’ both the’ expertrs ( ;the nology to satrsfy the most exactmg,-

. Britain is a country whose wrdely drverse Iandscapes have sustained and nurtured strong tradi--
tions in agriculture. Furthermore, Britain is a country that is pioneering new technology, crops and. ;
stock to improve the quality, efficiency and safety of agriculture and the food it Froduces .
..The natural advantages.of fertile soils and a favourable climate, careful breeding of plants - |
and livestock, scientific management of production systems, ¢rop. harvestrng and storage - to- B!
gether these have nurtured a rich and diverse agriculture second to none in the world. - o
.The:success. of British; agriculture would- have been. impossible without the appropnate
technology :As the brrthplace of. the industrial revolution, Britain has long been world famous;
for quality and innovation in engineering. British agriculture has benefited directly from this ex:
pertise and benefits directly from manufacturers producrng a wrde range of world-class agncul-’-
tural machinery and equipment. =7% ~ *' ¥ -.
" In recent years the application of e economtc envrronmental and oonsumer pressures has greatly
influenced the-development-of. the agnculture and food industries in'the UK:"As a result; Bntrsh‘

agro-food productron and prooessrng technologres have developed _o an_ advanoed state '

Crossword leard
Thrs maehrne thrnks it's clever: : g EERAS Tl %
:1S NOTHING sacred? First computers Ieamt how to defeat people at chess and backgam-
mon, and now, thanks to Duke University in Durham, North Carolma, they can even take us on
at solvrng crossword puzzles—and sometimes win:: : :
- In*March; Michael: Littman: of Duke- Umversrtys computer science: department took hrsj_
crossword—solvmg software, Proverb, to the American Crossword Puzzle Tournament in Stam-:
ford, Connecticut.: While Proverb didn't compete in the contest Littman’ reports that after ana
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© lyzing its performance in solving the same.15-minute puzzles presented to the' contestants, it
:. would have been placed 147th out of the 254 human solvers. These results were resented to
. conference of the American Association of Artificial Intelligence in Orlando, Florida;’: : - =

Proverb, which runs on several PCs simuitaneously, includes a complex array of databases :

+- and query algonthms written in four. different programming fanguages. It tackles puzzles in:a
& way completely alien-to human solvers.-Faced with.a typical quick newspaper. puzzle, with
i clues such as:*Sicilian spewer”, (answer: ETNA); Proverb starts by sending alf lhe clues and
¢ -word lengths to each of its 30 modules, most of which are databases. - -

PRI

" Each software module then retums with a list - fromdozenslooveralhousand ofpossrble
answers, ranking them accordmgtolhepmbabiﬁtythateachrsconecLOnedatabaseoompnses

- -400 000 clues and associated answers from newspaper crosswords over the past 14 years. -

Anather module is what Littman calls a 'degenerate’ database which only looks for answers

- to clues based on direction: if words such as “point”, "compass™ or "direction” appear in clues
¢ for 3-letter words, the database will- retum answers like NNW_and NNE— favourites of some
. puzzle compilers. One of the largest modules Proverb taps into is the ever-expanding Intemet
* Movie Data- base, which is so big that Littman's team wrote a dedicated search engine to pre-
- vent searches taking too long and slowing down the overall crossword puzzle solving process.

Proverb was written in four computer languages because each has its own benefits, depending

¢ upon the task at hand.:Simple searches to match-crossword. clues were written in PERL: as it's
- good at scanning arbitrary text files-and extracting information from:them..The C language was
.~ used for number-crunching probabiliies to decide on the best answer. Stringing the ensernble to-
- gether were programs writlen in C++ and Java that coordinated the various modules. -

Proverb takes the top-ranked trial-answers - lists from each.database module - and puls
another program, “Merger”; to work.. “Merger” balances the results from the lists; assigning-a
single probability to.a master list of possible answers: Finally,:a program called ‘Solver takes

: Merger's output and plugs the highest-scoring words into the crossword gnd then repeals the
.+ process looking for the best fit until it runs out of time. - 0

The idea for Proverb was hatched in 1997.when Wil Shortz, puzzle edltor at The New. York

~ Times, stated - shortly after [BM's Deep Blue computer defeated Garry Kasparov at chess -
- that computers would never understand English well enough to match humans. Of course, the

computer does not really understand English. All it can do is to find statistical relataonshrps be-
tween words, But the [crossword] tournament showed that th:s is good enough to solve cross-
words atacompetltlve level.. P,

: Computers as Mrnd Readers e R LI PPELE Ty

The mamal-ge of man {or woman) and machine is one of the most lntng mg lm eS‘in sci-
ence fiction,” From the’ Blonlc Woman:to RoboCop, these creatures’are blessed:with bodies
that just won't quit and brains at the top of the evolutionary scale. You'have seen nothrng yet.
To some futurists, the most alluring possibility is what science-fiction calls “wetware”; the link-
ing of the human brain and computers. The word *wet" refers to the brain; its play on hardware
(computer equipment). and. software: (computer-programs).- In this' vision -humans would be
connected directly to the machmes The computer could leerally read your bram wavee your
thoughts, mundane and majestic.- - -

Need a phone number.for a friend name Joe?. There lt is on lhe screen called up lmm ur
private database, which also lists Joe's other vital stats. That novel in your head? Itis.all lyped
out for you on the screen right down to.that embarrassing little fantasy you'd prefer no one
knew about. (The name of this genre? What else but stream of consciousness?)

Virtual telepathy is probably generations away (if it ever happens), but researchers are cur-
rently experimenting with devices that might ssomeday evolve into a kind of wetware, Scientists
are trying to.create computer images through-electrodes attached to the brain; arm or. facial

‘muscles.. These systems work by translahng the electrical signals generated by the pervous

63




"". -soon Software, who helped to create MindSet; says it sells for around $2,000. He thinks de-

system-into patterns that the computer can:read. The research helps increase computer ac- |
:cess for-disabled people who could substrtute a blrnk of an eye or the twrtch ef a cheek for fin- ;
gers on the keyboard. - - : ;
- A-handful of entrepreneurs are. workrng on ways of usrng this technology to sell products to -
a larger audience. None of these i is real wetware - of even close to it. But they re appealmg to
strue wetware believers.
- The BioMuse -computer from BroControl Systems a company in Palo Alto, Calrfomra proc-
esses signals from muscles; eyes and brains, according to cofounder Anthony Lloyd, His partners -
“are an engineer and a neurophysiologist. An armband or sweatband picks up the electrical signals. -
The BioMuse isn't reading the user’s mind in the science-fiction sense; it tums the body's electrical
impulses into- digital data that the:computer understands. Ultimately, the company hopes, the
- BioMuse could allow users to control the computer through thinking. The computer could rnterpret_. _
- thought pattems as different commands; depending on the software that's used withit. - i
Another small company,-1BVA- Technologres Inc., in New York, says its. Interactive Brain-
wave Visual Analyzer, transforms brain waves, again collected through a device that looks fike’
a headband,-into many forms; including music. As you become angry, for.example, your brain.:
waves change and the notes corresponding to particular pattems shift as well, It's a cousin of "
biofeedback, says Helen Meschkow, 1BVA's ‘sales manager.-She says in future incarnations, .
the machine might be used to tum your whole house-into a kind of mood ring. If you come 1
*home feeling stressed, the-machine woutd transtate that tens|on rnto a oommand to Iower the
-+ lights and tum on soothrng music. . : . :
MindSet was developed by the AquaThought Foundatron a Cahfomra research orgamzatron'_
dedicated to_studying interaction between humans:and dolphrns, and Monsoon Software of
Baltimore. It draws maps of a-user's brain waves on a computer screen. Sunil Gupta of Mon-

" «vices like his could eventually. be.used to control computer functions. Someday, Gupta pre-
* dicts, interaction between humans and computers will be “transparent” - in other words, there
“:will be no artificial barriers such as.a keyboard. Machrnes and humans wrll interact usrng a
: range of senses - audifory, visual and tactile. -

“Brain waves: In“March,: *Advanced- Neurotechnologres in Colorado Spnngs announced lts
Brain Link computer-interface system After-a two-week, $6,000 training session, users can
leam to control their brain waves, claims founder Richard Patton The user studies a pattem on.
the screen and then. concentrates so he can reproduce that pattem. If-some of this- stuff.
-sounds on the-edge, consider-the .subculture-of neurohackers described by writer Garcth-
Branwyn in-an article.on wetware research in Wired magazine. “Science fiction has fed us so
.many images._ of technologrcally souped-up: humans that.the current work ... seems almost
_tetro, by:.comparison;” says-Branwyn; The neurohackers can't wait for.the: future he Says;
-they've decided to “take matters into. their own heads” sometrmes by sendrng electrlcal srgnals
xdrrectly to their brain through homemade devices. . G

+ The early forms of wetware seem especially pnmmve compared wrth the brarn |tsetf which is far
'more complicated than even the most powerful superoomputer man could attach to it today. “We .
have this gigantic power of memorizing visual images,” says Emilio Bizzi, head of MIT's department
of brain and cognitive sciences. “No machine could come close to stonng a fraction of the images in
~ -our head”. On the other hand, someday a version of wetware might remind you where you lettyou

-carkeyssoyoucmoonoentrateonnmunportantrssues irevdrereyouvrarttogo

: -~ Voice powered Games - ' '
Ever ﬁnd yourself shoutrng at a computer game? Then you- mrght enjoy playrng some that
';let you use your voice instead of a normal thumb-twiddling.controller. Middlesex University,
London, UK; has developed two cool games that playérs can. control using their voices. Slng
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' Pong is‘a. version of the classic game Pong where each player:controls a. paddle using the
oudness of their voice.i*sssSnake” looks funny. It involves two players and a square table with
 a microphone on each’ ‘side. Images of a snake:and a_coin‘are projected onto:the table from -
| above, and controlled by each player. The one controlling the snake moves it by making ‘SSS"
noises “into different :microphones, : while. the : one: operating : the: coin: moves it by makrng
"AAHHH” noises. The person-controlling the snake must try. to eat the corn and the person rn
charge of the oorn has to try to get away - .

How to Wrrte On-screen wrthout a Keyboard
The eyes have rt lrterally . disabled’ computer. users: can now write. on-screen usrng just
therr eyes, thanks to a fremendous high-tech breakthrough. -~ RN B
. This is as a result of innovative software called Dasher; the development of whlch has been
' supported by two charities, the Entertainment Software Charity and the’ACE:- Centre that- pro-
vide or support communication and educational technology for young people with difficulties: -
+:The word-prediction.software is operated on a ‘special gaze' machine'and:has been tested
by disabled people unable to use a mouse or keyboard Wrth thrs software they can "type Just
a quickly and efficiently by moving their eyes. ..+
 The eye-tracking version of Dasher allows an expenenced user to wnte text as fast as normal
handwntrng The system pan be used to write efficiently in any language and the software is free-"
The text entry system, Dasher, designed by Dr. MacKay and- colleague’ David Ward at
Cambrldge University can be controlled by an eye tracker. a camera that tracks where on the
' screen the user is lookln?
» . “The software works like a vrdeo game in whrch the user steers ever deeper rnto an enor-
| “mous library”, explained Dr. MacKay. “A language model is used to shape this library in sucha
I "way that it Is quick and easy to select probable sequences of characters and hard to make
spellrng mistakes”. '
" The system is much faster than any altematrve wntrng syslems driven by eye-tracker Ex-
- periments show that with practice; Dasher can produce up to 25 words-per minute, Users writ-
ing with other eye-tracker- based technrques uslng on-screen keyboa'ds, can produee only 15
- -words per minute. '
. “Not only is this faster than any altemative wnhng system driven by an eye-tracker fout] lhe
. frequency of spellrng mistakes. is about five times smaller - -and the new system is also less
stressful to use,” added Dr. MacKay
Dasher is distinctive because it is controlled by continuous, pomtrng gesturee, therefore it
- ‘uses humans’ natural ability to make high-precision analogue movements. A keyboard that i rs
 operated with hands using all-or-nothing movements to produce text wastes this ability..
= The system also makes no distinction between word completion and ordinary. witin & Olher
: ywntrng systems will suggest completed words in a separate part of the drsplay and the. user
. has to point or stare at them to choose them. .. .
* Dasher's suggestions are: mtegrated seamlessly rnto the wnhng prooees The language
- model adapts to an individual user’s wnhng style allowrng - sometimes - several mrds to.be
© written with a single glance. .
: Thesystemvallbepartrwlaﬂyusetul foroomputerusersMroareunabletotypeusngaoon—
- ventional keyboard. Because it can be driven using any pointing device — mouse, rollesball, touch
: pad or eye-tracker - it is also useful for handheld computers or mobile phoneethathavenospaoe
. for akeyboard. it also has potential as an mputsystemloroﬂrerlanguages,suohaqu;anece
:  Dasher is a zooming interface. You point where you want to go and the display zooms in
- wherever you point. The world into which you-are zooming is painted with letters so that any
¢ point you zoom in.on corresponds fo a piece of text. -The more youzoom in, the’ longer lhe
: piece of text you have written. You choose what you write by choosing where: to zoom.:-
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‘Ta:make the interface efficient; Dasher uses the predictions of a fanguage model to deter-
mine how much of the world is devoted to each piece of text. Probable pieces of text are given
more space so.they are quick and easy.to select..Improbable pieces of text (for example, text
with spelling mistake) are given less space so they are harder to write.- The language model
leams all the trme if you use a new word once; itis easier to write next time. - -~
ge of Dasher.over-other predictive text-entry interfaces:that offer word com-
] ser i$ that it is‘mode-free; the user does not need to switch from a writing

 1-an."a wmr ‘model predictions™mode. Another advantage is that it is easy to train the
: model on "any wiiting style - simply load up an example-file, then write away.

nded in 2000 the Entertainment Software Charity (ESC) was created to use the popular-;
rty of gaming 0 help those fess fortunate. The not-for-profit charity was established by promi-
nent members-of the gaming community to créate-a dedrcated initiative program to advance_
young people through play, training and education.. - - 3

The ESC works with hardware vendors; developers, software publlshers magazrne publrshers :
retailers, distributors and logistics providers, all of whom give their time, input, resources and intel-:
lectual properties to help support charities committed to improving the future of young people. -

* The Oxford ACE Centre provides a focus for the use of technology with the communication:
and educational needs of young people with physical and communication difficulties. It offers a;
variety of services including in-depth individual assessments, mformatlon, R&D and specralrst.
training for pafents and professionals, - -

- ACE and Cambridge University worked together on the Dasher Eye Control Optlmrzatron
grolect and are now part of a prestigious pan-European project integrating eye gaze for the

enefit of users with disabiitigs, focusing on motor-control disorders. . §
. ACE has no partlcular company or product interests to promote, mcludmg its own software ;
and publications. When it evaluates a service or product it does so purely on the basis of pro- -
fessional-opinion and the product’s merits. The staff. comprises teachers, speech therapists, .
occupational therapists and technical experts with extensive experience in working with the’}
application of technology to altemative and augmentative communication.

“The ACE Centre, founded in 1984, is a registered charity, partly funded by the Department-g?
for Education & Employment via the British Educational Communrcatrons & Technology
Agency, and the Gatsby Chantable Fcundatron ;- , ey

' s Warnlng on Search Engme Safety o ' 55
Some net searches are leading users to websrtes that expose them to spam, spyware and |
other dangerous downloads, reveals a report. :
According to the research the most dangerous words to search for are “free screensavers”: -
The report found that 64% of the ‘sites found using this phrase were flagged as causing prob- -
lems for users:. The authors urged search srtes to tlghten up rules to ensure users are not in-
advertently exposed to ham. : '
- Itis well known that visiting sites oftenng pom gamblmg and free MP3s leaves users at serious
tisk of falling victim to spyware and adware. However, the fesearch by Ben Edelman and Hannah
Rosenbaum reveals that those carrying out searches for innocuous subjects are at risk too. ‘
The report looked at the websites retumed for 1 394 popular keywords searches found via -
Google, Yahoo;"MSN, AOL: and Ask.~” :
- The resuits retumed for each search terrn were then analyzed using the Site Advisor secu-
rity tool.: Once mstalled thrs prece of software wams users when they browse websrtes known
to be dangerous, - e ,
The most bemgn of the pagee that Srte Advrsor llags up try to change browser settmgs (to,
redirect people to ad sites) and the most dangerous deluge users with spam or bundle adware
and spyware in with downloads. In one case signing up v wrth one slte led to a test emarl ad-:
dress getting more than 300 spam messages per week. - =7
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DANGEROUS - KEYWORDS: Free-: screensavers; BearShare, - Screensavers, W nmx,
Limewire, Download Yahoo messenger, Lime wire, Free ringlones.

Some of these risky sites use security flaws and loopholes in browsers to install software
without users’ knowledge and can lead to that machine being hijacked or to a user losing per-
sonal data. The riskiest search terms were associated with downloads (such as “screensavers”
and “free ringtones”) and file-sharing (such as “BearShare™ and “limewire”). Searchmg under
these categories refumed a substantial proportion of dangerous sites.

The authors speculate that spammers and scammers are turning to websites to try to snane
viclims as efforts are made to stop spam before it reaches e-mail inboxes. ,7-. e

“Where internet users go, attackers follow,” wrote the authors.

Across all searches approximately 4-6% of. sites retumed-were flagged as dangerous The
authors noted that this was more “alarming” than'it first appeared because American net users
carry out almost 6 billion searches per month. ThlS transiates to 285 million clicks on these po-
tentlaiiy dangerous sites every month..:

.."Even a single visit to a dangerous site can have senous and lasting lmphcatlons for the av-
jerage intemet user,”wrote the authors. SR

.. The number of risky sites increases when users click on sponsored results - the adverts

X generated to accompany particular search terms. Dangerous sites are two fo four times as
.common in sponsored results found the research. “We are troubled by the untrustworthmess of

"search engines’ ads,” said the authors. .

.:: The authors urged the search engines to get much tougher on those who buy adverts to ac-

‘ company searches and exposa those that abuse visitors.

““We're alarmed by the scope of these problems - by the many ways search engmes lead
users to sites that turn out to be untrustworthy or-worse,” cancluded the report.
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empathy COYYBCTBHE; CONEpeXuBaHne

employer - 4 HaHwmarenb, pabotogarens R
emulate 1) copesHoBaTLCA, ConepHUyaTL; 2) conoc'raamb
encounter 7 HaTankMBaTbes (Ha mpydwocmu um. n) -+
encumber . - oo - MEINaTh, 3ATPYAHATH, npenmcmoaarb L
enhance .. - yBenuuMBaTh :

enroliment training w10 0bydeHMe npuemy, BOCTIPUATKIO

enticing ¢ 2+ .. ApMBAEKATeNbHBLIA

entry-point : ++y v..~TOMK3 BBOAA, MOMEHT NOCTYNNEHUS
epistemology v . DUNOC. ANUCTEMONOTUS; TEOPHSI NOIHAHNA .
equation = Mam. ypasHeHue -
estimation : : .. NOACHET, BHIMMCNEHNA, 3HAYEHUE; oqeuxa
evaluate - .0 ouexveatb ’

exaggerate .. .. .MpeysenuuuBaTL

explication - . . ..obvAckeHue; TonkosaHe

explicit .. , TOUHBIA, OnpeAeneHH I

exploit “ " nofib30BaTLCA, NCNONL30BATL

exponential SKCTIOHEHIMANBHBINA, NOKA3ATENbHBI
exposure ) NOABEPraHNE KaKOMY-TO aosneucmmo _
extend A C L PacimpaTh e
extension s . . paclpeHme; pasutue £l
extract . - "-N3BneKaTb, ynasnmeartb
extraneous R BHELLHUA, NOCTYNAAOWUA U3BHE

facet : T ‘acrekT T

facial recognition “L Y- pacnosHasaHue NULeBLIX Yepr, aupaxenua mua
faclal © e NUEBON .

facilitate Co obrneryate

faculty ©oo el ienocabHOCTL

fan out .. pacnpOCTPaHATLCA

feasible ‘ .+t OCYWIECTBUMBII, BLIGNHUMBIN

feature extraction o "+ 'Bbl3enexne NpusHaxos

feedback - ofparHasi CBASK, OTKIMK, PeaKkUuA

feedforward vayLuiA Bnepen; nocTynarensHe!i

feelers Lynansue ' ,

fibre - optic network = - s+ 'BOriOKOHHO-OMTUYECKME CETM v %
flawless - 6e3 fisbAua, 6esynpeyHbIi, 6e3yxopm3HeHHbm
flick CMaxHYTb, CTPAXHYTb

flight path e D TpaeKToOpYA noneta =
floppy disk © 7 rBKuiA pnck

force - BHELPATb

foster C ‘ /- NOOWPSTH; 6naronpmmcmosarb

fraud .+ . oBMaH, MOWEHHUYECTBO

freeware ‘ R caoﬁonno (6ecnnarHo) pacnpocrpaunemoe I'IO
frustrate . IR ; paccTpavsarh

frustration T “pasoqaposame, BeabicxoaHOCTD .

fusion . L ey by CrNAHYE, 0BbeanHeHne

futility | e \4 TWeETHOCTb -

fuzzy .77 1, HesiCHbI, HEoNpeaEneHHLIA
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gadgetry
~gaze . .-
gearlbw», R
gene library ..
gibberish

glean

glow

grace R
grasp - .
grasp

gnd -

grind

grip
guitt

handwntmg recognmon o

hard disk
hamess
havoc
hazardous
heuristics

hind legs |

- home in
hopping legs
host

human expertise

1

image reoogmtlon o e

imbue
|mpact
implement

imply

imprint .o
indispensability

infer- -
inference machine - -
inherent
innate .
insidious

o,

' HOBMHKM TEXHUKN

ey

e "3axmoqatb [lenartb 3aKmioyenme, BbIBOA

© CXBaTLIBATH, 3XMMATL

: paapyu.la'rb onyctowars -

: ﬂeoﬁxonuum '

-+ B3rNAR
;. HanNPaBnATL
-~ KnoHoTeka (6ubnuoteka) reHoB, reHoTeka
s HENOHATHBLIV
-t TIaTenkHo otbupats
© . OXMBUTLCS; BONHOBATLCS

1) ykpawartb; 2) yaoctausat
CKUMaTh; CAABNMBATL

' peluerka, cetka

1) pasmansisars, nepemansiBath 8 NOPOLLIOK;
"*2) paaxeBbiBato

" CXBaTUTh; CXKaTb, 3aXBaTUTH

. BUHa, BUHOBHOCTS

pacnosnaaanue PYKOTIUCHOTO TEKCTa
)Kecnmﬁ DUCK
-.:MCMONb30BaTL . . .

PUCKOBAHHLIA, ONACHBLIR
¢uioc.3BpucTuka  (COBOKYNHOCTb  NOTUMECKMX
APUEMOB ¥ METOAWMECKUX MPaBUN Teoper.. UC-

Vi

- cnegosaHng n OTbICKaHUA UCTUHBL -

- 33AHAA KOHEYHOCTL
1)orsepcme nepdopaums; 2) oumbia, npocyer -
+ BOJBPAUATECA, OPUEHTMPOBATLCS, WATH K Lieri
NpbiratenbHan Hora

 BEAYWA y3en; (MABHEIA KOMMLIOTE

qenoseqecmu onbIT

.. pacno3HasaHmne usobpaxenmii - -
+: - HANONHATL

BRusiHue

- BbINOAHATL; OCYWECTRAATL .
1) noppasyMeBaTb, npeanonarars; 2) osnawatb, .
* HAUUTL

. OTNEMATHIBATH, OCTABNATH Chep, 3afle4aTnesarh

- HavanbHaA, paHHAf CTaaus passuT1s

:yCTPOWHCTBO BLIBOAR -
1) DPUCYAWIA; HEOTHEMMIEMBIA; 2) caoumeaauu '
" BPOXTEHHbIA, NPUPOAHLIA

"+ KOBAPHBIA; AEACTBYIOLWA TaiHO .




instant . HEME/JFICHHLITH, MTHOBEHHbI

. _instantaneous + MTHOBEHHbIH
~insurance carrier . CTPaxoBoit arexT

integrated circuit MHTerpanbHan MuKpocxema

“intentionality - .. HamepeHue, CTpeMneHie, tiens

intercept - 0CTaHaBN1BaTh, flepexBaThiBaTth R
“interfere . 1) amewmearscs; 2) npenarcmosawb, Memarb
- intervene BMELLUBATLCA .

intervention BMELLIATENLCTBO -

intrude BTOPFATLCS, HABA3LIBATLCA

intrusion . BHEJIpeHue, NPOoHVKHoBEHYe, mp)xeaue

intusive . . Ha30MNUBLI - :
. issue - o _ CTIOpHBIA BONpOC; npoﬁneua
iterative ’ noaropmou;n»ca

o r
J

jealousy peBHOCTb

jeopardize nofBeprarh OnacHoCTy, yrpoxars - . .-
jukebox My3biKanbHblit a88TOMaT . ~

justify > 060CHOBLIBATD, NOATBEPKAATL

. K.
keyboard lock ™ .- GrIOKVpOBKa KNaBUATYPb!
knowledge base oss 2 Basa 3Hanm

knowledge engineer = . - ¢ i.° UHKEHEP NO 3HAHWAM, cnequanucr, 3anuuaso-
oo ey - Luuiics tbopmanuqauneu 3HaHMiA npemuemou 06- -
.- © . NA@CTH ANA NOCTPOeHUA Gasbl 3HaHMI axcnepmou

o CUCTEMB!

kooky : © 7~ NOMELAHHLI, CBUXHYBLLMIACA

ladle L. xoam ‘yepnax

launch S BblnyCKaTb 3anyckatb

legitimate "+ 7 3aKOHHbIW, neranbHbilii

leverage - yonnmeatk.

lightweight - HECTOXHbIif

linear - JIHERHbIA

locomotion LT repepsuxeHue SRR

loop : 1)nema KonbYo; 2) BUTOK; umm, 3) ysen . .

loophole #5- naseika

lymph node 1t numdaTudeckwit yaen -
S M S i

mainframe 5 ' Gonbwan 3BM (xonnexmauoro nonbaoaaaua),
' " yHusepcansHaa BM .

malfunction o .;j;_.ueucnpasaaa pabora- ~ A

manipulate .7 ) ocywectensth ynpaenetve; 2) ymeno oGpa-

watkes; 3) Bo3ReiCTBOBaTh, BIMATL
73



mayhem
maze
mediate
Moore's Law
multiple
mundane

muscle tension- -

myriad

namatve

natural language processing

navigate

niche

" node

novel approach
nudge

obscure
obvious -
-OCCUr . -
~offline. - =
~comit - - :
on the go
on-line
ontology
o’

outward signs
overall
overlap

palm

parse

patch .- -
pattemn reoogmtlon
perceptron
perseverance
persevere

. pictorial |

" piezoelectric
piggyback

- pinwheel

" pitch'rise

. "BeHHbIX A3bIKaX; 2) 06pabOTka C WCTIONL30BaHMEM

< (hunoc. y3noBow ayHkt
:> HOBATOPCKMA NOAXOA

- NEPeBecTH u3 OAHOMO COCTORHUS B Apyroe noby-
- IUTb, NOATONKHYTL

- CKPbITbIW; HEACHBIA
-.O4EBUAHDBIA, SBHbLIA

+.¢. ABTOHOMHDIA, OTKIIOYEHHLIR OT CeT!
., MponycKaTb, He BKI0YaTL

.+ NOCTORHHO, LENbIil AEHb :
. MOCTOAHHI, MHTEPAKTUBHDIIA, iMANOTOBLIN .

: -floBpexaeHue
- nabnput

'CBA3LIBATH .
3akoH lopaoHa Mypa

1) COCTaBHOA, CHIOXHbIIA; 2) uuoroqucneum,m
. - 3eMHOM, MUPCKOI4, CBETCKUH
*- . MbIIIEYHOe HaNpsXerne
- OFPOMHOE KOMU4ECTBO

pacckas, 0BecTBoBakHue
1), o6paboTka TexcToB (HanucaHHbIX) Ha ecTecT-

€CTECTBEHHOFO A3LKa
1) ocyuectenatb ynpasnetine; 2) iepeiBUraTsea
ybexvuge; HaANEXallee MECTO

o

APOUCXOAUTL, Cly4aTheA

¢urioc. orronorus (yuenue o bbiTm)
wap; chepa :

_ BHEwWHME NPU3HAKA-
" 1) ROBCIOAY; 2) NONHOCTLIO
" 1) nepexpbIBaTh; 2) 4aCTUHHO COBNANATH

P
..~ NaaoHL
-+ BenarTL rpammaTuyeckuit pasdop

Y4aCTOK, 06phIBOK
pacno3HasaHue 06pa3zos

;- KubepH. nepyentpoH

OCTOPOXHOCTD -
CTOKO, YIOPHO NPOAOSTKATL

. SAPKWiA, XUBOH -
Ll “n_beaosnexmmecmu
" NepeMetLaTbCs, NepefBuraTkes
_ " LieBOYHOE KOMEco .
- BblcoTa ToHa asyKa-




plane
plethora
plonk

pop

postal codes
posture
preference

prior
profound

propagation
provide
public utilities
pulleys -
pulse rate
pursue

quake
query
quest
quit

rage
random

randomly
rapport

rattle
readings
reasoning
recipient
reckon
recognize
rectangular
recurrent
refine
reflect
regard
rehearsal
relapse
relevance
relevant
reluctant
rely on

- pacnpocIpaHeHme

: - --obecneyusarb, cHabxarb

;- KOMMYHaNLHLIC COOPYXEHMUR, npennpmmm
KB, BNOK, BOPOT

- pacrioaxars, onpefienuTts
1) npsiMoyroneHbiit; 2) KecTku, Heruymwmca

ymecmocrb
" YMECTHBIA, OTHOCSLLMIAGA K ANy
HEOXOTHbIA

+ =-1) NOCKOCTb; 2) rpaHb; 3) npoekuua -
« 5 U300MIMe
:+pase; ReLieBoe UM Nnoxoe BMHO
- bpocars, maarb
== MOJTOBLIA MHAEKC
- 11033, TIONOXeHue; 0CaHka

. IpeRnovTerme

- 1) npexemi; npesuiecTyiouwit; 2) BAXKHbIM, Becmu.v

) mybokuif; ocHosaTentHb; 2) nonuuu abco-
TUOTHBI

yacrora fynbca
1) .npecnegosars; 2) criefosars Hameqenuouy
Kypey; 3) paccmarpusarb, paccnefioBart; 4) Bbi-
"nonmm, .

~Apo:xauue APOXb
3anpalumBars

© - ONCKN s
npexpau;an: OCTaBMSATH; 3aBEPWATH

' ApocTb . :
" cAgnaHHeli anspaﬁubm Hayra, cnyqau-

‘HeliiA, GecnopsaoUHbIi
Hayrag, Haobywm, Haysady .

" 1) B3aumonoOHUManKe; cornacue; 2) CBAsb; a3av1-

MOOTHOLEHMS
ABUraTLCR, MYaThCA |
nokasaHus

MbILLTEHHE

nony4arens
NOACHUTLIBATH, BLINMCNATS

* BO3BPATHBIiA

T ynyswarb; cosepmeHcraosaTb otmu.gan:

oTpaKarh

.+ paccmarpusarh; cuuTaTh
1) noBTopetue; 2) peneTnims

NOBTOpEHME; peLiuav { 0006 Med )

*I0NaraTses, AOBEPATL
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remote control - -
replicate
representauve
require
resolution
response
resultant
retrieve - .
rigorous
robotics
robust
rook-
rules of thumb

‘salient
scaled-down
scarce
schedule
screw driver
scrutinize
security '
self - awareness -
sensible
sensor
sensory system
. sequential
servomotor
share
.sheer - . °
shell '

shortage

shrink

sidekick

skin oonductivily
smppets

solely = -

span ;..
speaker-dependent

speech ft tn }
recognition
spoiwelding ...
spring-activated ~
squeeze

- - IMCTaHLMOHHOE yNpaBneHue
-+ PA3MHOXATLCA
+.;06pasely; npecTasuTens

.. HyXAaTbes; TpeboBath
- paspewarouas cnocobHocTb

QOTBET, peakuus -

* 1)» - nonyvatouyuiics B peaynbrate
- TeKalowmii, 2) paBHoaeicTBYIOWMi

i+ BOCCTaHaBNMBATL
. ONPSACNEHHBINA, TOUHBINA

- poboToTeXHMKa
- Kpenkuii, 30POBLIA, CUALHBI

.0BMaH, MOLLEHHUYECTBO

amnupmecxoe (7)) npamwecxoe npasuno

~"S‘

 XBpaKTEpHbIt, BBRAIOLLIACA

YNPOLLEHHbIiA
HegoCTatoWMiA

COCTaBNATL{CNUCOK, ONUCH U m.n.)

ceepno

-BHUMATENbHO U3YMUTL, UCCNEA0BATHL
‘6e30nacHoCTb
' CaMOCO3HaHHe

pasyMHbIH
AdTYnK
CEHCOopHast cucTema

. NOCIIeA0BaTENbHbII
. cepBojjBUraTent, CeAsLLwil aneKTpoasuraTens

akyws

. AIBHbIN, O4EBUAHbIA g
,oﬁonoqxa, BCRIOMOraTenbHas nporpamua, cay- .

npovc-

i

23

i

xauas ans obreryens pabots! ¢ onepauuoHHof

. CUCTEMON
- HEXBaTKa, HefloCTartoK
ymeubma'rb(cn) coKpaLLars(cs)
- -3aKaAbIMHbIA APYT
.. POBO/IUMOCTb KOXHOFO nokposa
..0bpuiBky (ceedenud, sHanuti um.n.)
- TONLKO, HCKIMIOYHTESLHO

npocmparbca 0XBarLIBATL

33BMCWMBIA  OT  AWKTOPa (cucTeMa pacno-.
. 3HABaHWS ‘peuu, Tpebyiousan NPEABAPUTENLHOM

obyueHun unu HacTPOMKN Ha pevb roeopau;eto)

aiijemuﬁ 3pENHLLIHLIA

pacnosnasahue pewu

- ToME4Has CeapKa .
“TIPYXVHHBIA, NPUBOAMMBIN 8 feicTeue npymnuou
. XBaTar,, CXUMaTh



startle
steering
stepper motor

stimulus

stimulus-response

stock market -
store- and forward system

strand
stumble
substitute
subtle
supervise -
supennsed
switch

tactile

tailor

tallorable . - . .
tangible '
tangibles

template

temporal

3J-dimension glasses
thwart

thymus

fopple

torch

toss

touch screen

track

tracker

fraining set

transparent

travelling salesman problem

trigger
frust
tutor

ubiquitous
ultimately
ultrasonic waves
unobtrusive
user name

utility

 yenyra

Mcnyra'rb CUnbLHO YBUBUTD

. (pynesoe) ynpasneHue
T 1LIaroBLIik ABUraTenb, UCONL3yeTca ANA. Toquoro
. MO3MIMOHMPOBaHUA YCTPOACTBa fof ynpaanel-m-

M KomnbioTepa
BHeLHWiA Pa3ApaKUTENb, CTUMYR
(ceA3b) cTUMyn-peaxiya
_thorposas bupxa .

' cUCTEMa C NPOMEXYTOUHBIM xpaueumeM (6ycpe-
puaaqueu) naxetos T

ens, ueno4ka
Y NOXHBIA Wwar, olwmbka
3aMeHATL

TOHKMI, HEYNIOBUMBIA
KOHTPOMMPOBaTL

. KOHTPONNPYEMBIiA

1) ycTpoicTeo; 2) nepexniouarens

=T
ocs3atenbHeIf .
nplicniocabnuearts -

- MpucnocobneHHi; nouxomuw
0CA3aeMbli; MarepuantHbIf -

HeYTO OLLYTUMOS, peansHoe, 0CA3aeMoe
wabnoH

BpEMEHHbIN, NPEXOARLMA

3-xmepHbie CTePesCKONUHECKNE OYKH

MeLiath, paspyliar

BUNOYKOBast Xenesa, 306Has Xenesa, THMYC
AocTvratb

1) oceeTuTenbHbLIA npuﬁop. 2) nasnbHan Namna
nopbpacuiBath

CEHCOPHbIi 3kpaH

CrneiuTb; NPOCNEXMBATL

cnefslas CUCTEMa; Crieasilliee YCTPOHCTBO
obyuaiolian nocnefoBatensHoOCTb

ONEBUHBIN, ABHBIA

npobnema xoMMMBOSKEPA (NPAMOTO, KpaTvantue-
10 fyTH)

nobyxaaTh, UHAUMPOBATL, AATL HAYANO
AoBEPATH

obyyars

U

'BE/ECYLUWA, NOBCEMECTHDIA

- B KOHEYHOM CHeTe, B KOHLIE KOHL0B
Y3-8onka ( 4actotoii Bbie 20 ki)

. Heﬂanmqusbm, Heuazounuauu

MMA TIONL30BATENA - _



~ vague
: _valence
“validate

78

value
vertebrate
vocal

voice recognition..,

voice synthesis”
volatile

wafer
widget

wishy-washy

yield (to)

: V Y

' . ‘HeonpepeneHHbIi

' BaNeHTHOCTL
. _yTBepKaaTh
e . UeHHOCTb; BAXHOCTb; BENUYMHA
o MO3BOHOYHBIE -
" TOnocoBoM
L pacnoauaaauwe ronoca -

.. CMHTE3 peyu

HGI’IOCTOHHHbWI U3MEHUMBBIN; Heynoammuu

.' ,,.“" W,yk )
NNAcTURa; AUCK; NNaTa; NOANOXKA o o
1) anemeHT ynpasrienus; anement GUI; anemen :
" rpacbuyeckoro uHTepdelica ¢ nonbaosatenes; .
© 2) wryyka, Besfenylka, HeCYLECTBEHHOE Yk- -
patlienve ‘
HEBLIPa3UTENbHbIM, HeybeauTensHbIil, cnabbiit

1) Npowasoaue; 2) NOAGABATLCS, YCTYNaTh
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