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■

P ref асе

Welcome to ICNNAI’99, the first International Conference on Neural Networks and 
Artificial Intelligence, which is held in Brest in Belarus. It is hosted and organized by Brest 
Polytechnic Institute, Laboratory of Artificial Neural Networks, in close collaboration with 
the International Neural NetWork Society (INNS). Furthermore, it is supported by the Inter­
national Association for the promotion of cooperation with scientists from the New Inde­
pendent States (NIS) oftheformerSoviet Union (INTAS) and Ministry of Education (Belarus). 
During the organization of the Conference the new Belarus Special Interest Group of INNS 
(Belarus SIG INNS) was founded.

The conference aims are to present and discuss together with the researchers from 
various countries research results and theirapplications in the broad field of neural com- 
putation. It is intended to support worldwide exchange of ideas and to foster dialogue 
between researchers.

The Conference consists of two complementary parts. The first part is the INTAS 
monitoring day. On that day different INTAS projects will be presented and discussed as 
well as some examples of cooperation between West Europę & NIS countries.

The second part is devoted to neural networks and artificial intelligence. It will cover 
fundamental and applied aspects in the broad field of neural computation. After reviewing, 
the Program Committee has accepted 40 submissions. Each of the accepted papers has 
been reviewed by at least two referees. I would like to thank the referees for their work, 
which was the most important step in the selection process.

And also we would like to thank all those who contributed to the organization of this 
conference, in the first place the INTAS for their sponsorship and for support.

On behalf of the Program Committee, I want to welcome all the participants to the 
International Conference on Neural Networks and Artificial Intelligence. I hope that this 
Conference will be very successful and fruitful to all of you and will contribute to further 
development in the field of Neural Networks and Artificial Intelligence.

VladimirGolovko 

General Co-Chairman ICNNAI’99
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Social Dynamics and Self-Organizing

Vladimir Golovko, Zhanna Borisyuk 
Brest Polytechnic Institute, Moskowskaij 267, Brest, 224017, Belarus 

phone: 375-162-411081, e-mail: cm@brpi.belpak.brest.by

Abstract
A view o f dynamics and self-organizing o f 

social systems is presented. Both a separate Homo 
sapiens and human society are viewed as social 
systems. The dynamics o f the development o f such 
systems is also examined.. .

1. Introduction

The processes of self-organizing are of great 
importance for the evolution of social systems. Self- 
organizing is the process of dynamie reconstruction 
of an organ ism or a social system on purpose to 
adapt to the outer environment. Self-organizing on 
the level of the separate organism is performed by 
means of training and as a result there is dynamie 
reconstruction of neural structures of the head brain. 
Self-organizing on the level of the social system is 
realized by means of interaction between the system 
elements and the outer environment; as a result there 
is dynamie reconstruction of the connections 
between the organisms. The processes of dynamics 
and self-organizing are greatly influenced by the 
connections imposed on the individual from the side 
of the society (the organ ization of the society, 
religion, morals, etc.). The theoretic ground of the 
process of self-organizing was developed by I. 
Prigogin [1-3]. According to him the process of self- 
organizing takes place in noneąuilibrium conditions 
the source of which are different fluctuations. When 
the fluctuations exceed some critical point (the point 
of bifurcation) the system begins its development to 
a new State. It is impossible to predict the further 
development of the system in the locality area of the 
point of bifurcation. It is determined by chance 
factors. When the choice of the direction has been 
madę, chance gives up its seat to the determined way 
of development. Such a process is typical of physical 
systems and doesn’t always reflect adeąatety the 
dynamics of social systems. In this paper the 
dynamics of social systems is examined and the 
conclusion is madę that in the process of 
development of the social system the bifurcation

approach will morę give in to the process of smooth 
transition to a new quality. The process of changing 
of entropy of social systems is also being analyzed. 
Self-organizing of the separate organism is deeply 
examined.

2. Self-organizing of social systems

Let’s examine the evolution and self- 
organizing of higher biological systems on the level 
of human society. Homo sapiens are considered to 
be the component of such a system. In comparison 
with other organisms Homo sapiens has high level 
of intelligence and mind, which characterizes his 
ability for cognition and understanding, for 
purposive and conscious activity. The individuals 
are situated there on morę high stage of 
differentiation (morę distinguishable): each of them 
has his own level of development, character, 
experience and history, i.e. the things, which form 
his individuality. The evolution of higher biological 
systems depends on the connections, which exist 
within the system (the organization of the society). It 
also depends on the level of development and 
interaction of its components, historical past and the 
influence of the outer environment. The connections 
of the system limit the degree of freedom of its 
elements and reflect the structure of the society. The 
interaction and development of both the components 
and the whole system depend on the connections. 
The entropy of the separate system may alter 
according to oscillatory law preserving in the 
globally the tendency to diminution. Chaotic State of 
the society (crisis, civil war) or hierarchical 
organization of the society with rigid connections 
may serve as an example of inerease of the entropy 
of the biological system in the process of its 
development. Such organization has its roots in the 
idea of ancient Greek philosopher Aristotel about 
natural hierarchy and it is characterized by 
monodirection of the connections (from top to 
bottom). Неге in fact, the connections limit the 
degree of freedom of the system components and 
neutralize the process of collective behavior that is
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able to reflect the system to morę high ievels of 
organization. In physics the crystals in which the 
molecules are forged by connections are considered 
to be the analogy of such an organization of the 
society. The structure of the crystal is inert and in 
case of isolation such a State may exist for a very 
long period of time. Social systems are open and this 
assists their transformation in time on the purpose to 
adapt to the outer environment. Different kinds of 
fluctuations may appear in the process of 
functioning of the biological system because of 
influences of inner and outer environment. These 
fluctuations lead to the formation of local areas of 
noncquilibriumness. This assists partial 
disadaptation of the system, which it strives to 
neutralize. By this in the system with flexible 
connections there is their reconstruction to 
compensate the noneąuilibriumness and the system 
with rigid connections tries to push out the 
noneąuilibriumness as a foreign body. Let’s cali the 
system stable if it is able to neutralize disadaptation 
with outer and inner world by means of developinent 
and self-organizing. The given definition 
presupposes not only passive adaptation in the frame 
of local reconstruction of previous connections, but 
also active reconstruction of the structures of the 
system. Social systems in which the arrow of 
development in a certain period of time is directed to 
morę Iow stages of organization in comparison with 
the previous State may serve as an example of 
unstability. The phenomenon of resonance is of 
great importance in the process of transformation of 
the fluctuation of the system and as a result of this 
the area of noneąuilibriumness of the system 
broadens very ąuickly. A smali noneąuilibriumness 
echoes in the whole system and captures morę and 
morę of its components. It may play both a 
constructive role when it assists transformation of 
the system to morę high level of organization and a 
destructive role in the opposite case. Disadaptation 
of the system, which is reflected on the components 
of the system, is considered to be the reason for 
resonance and if there is a coincidence with the inner 
disadaptation of individuals the chain reaction 
appears. In the process of broadening of the area of 
system noneąuilibriumness there is a competition 
between fluctuations and connections of the system, 
which long for their neutralization. According to 
GegeTs dialectics the process of unity and struggle 
of the opposites takes place and it is considered to be 
the highest principle of development. The bigger the 
rigidness of the connections the morę cruel the 
competition. As a result if the fluctuations capture a 
sufficient part of the system the area of 
indefiniteness appears (the surroundings of the point 
of bifurcation) which is characterized by the 
indefiniteness of the choice of further way of the 
development of the system [3]. In this area the

system may begin its developrpent on different 
trajectories. So it can come back to the previous 
structure in a renewed State, it can also transfer to a 
new structure by means of self-organizing (of morę 
high or Iow level) or it can fali into an unstable 
chaotic State till it meets with a new point of 
bifurcation. The system may stay in the area of 
indefiniteness for a long period of time. In such a 
State it is characterized by the fact that it becomes 
sensitive to little influences. And by this even an 
unimportant idea or action of the individual may 
strengthen itself to hypertrophy ąuantity and capture 
the whole system giving birth to the corresponding 
structure.

By this the idea must adeąuately reflect the 
State of the elements of the system, which depends 
on the reasons of disadaptation, historie experience 
and on the carrier of the idea. The morę rigid the 
connections of the system the higher the probability 
of appearance of cataclysms during the process of 
transition to a new ąuality and on the contrary. Thus, 
in the area of indefiniteness the choice of the further 
route of development is determined in many ways 
by chance factors, for example, the presence of 
corresponding leaders that may use resonance for the 
realization of their ideas. After the direction of the 
development of the system has been chosen its 
behavior becomes morę determined. The model of 
interaction of biological system with the outer' 
environment is shown in fig. 1.6. According to [3] 
the play of bifurcation's of both the mechanisms of 
development and self-organizing of the system lies 
in the basis of the main mechanism of evolution. 
However probably in the process of development of 
the mankind as transition from morę Iow to morę 
high forms of organizations. This principle will 
morę and morę give in to the process of smooth 
(without cataclysms) transition to a new ąuality. 
Anyway there is a ąuestion: how did the mankind 
manage to escape from Permanent chaos in the 
globally ? Perhaps it happened owing to the ability 
for training and development, historie experience, 
instinct of self-preservation of the individuals and 
also owing to the universal values: religion, morals, 
etc. It is also possible to suppose that the 
evolutionary arrow of time is laid in the mankind. It 
is considered to be the transition to morę high forms 
of organization and is closely connected with the 
evolution of the Universe. Ali this gives the ground 
to speak about the fact that there is the instinct of 
self-preservation in the mankind. Thus the chaotic 
State reflects the human society inadeąuately 
because it contradicts to the biological evolution as 
the inerease of the degree of the organization of the 
system. At it has been already said above the 
rigidness of the connections in the system inereases 
the probability of appearance of cataclysms during 
its evolution as an open system. The potential of
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Fig. 1.6. The model of interaction between the biological system and the outer environment.
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self-organizing must be laid in the system for its 
harmonie development.

Let’s cali a self-organizing system such a 
system, which is able in the process of interaction of 
its components with the outer environment to 
reconstruct its connections and give birth to a new 
organization on the purpose to develop effectively. 
Such a system is characterized by flexibility and 
presence of back connections, by great degree of 
freedom of its components and by different forms of 
their collective behavior. In this case the probability 
of destructive development of the system on the 
separate time stages diminishes. And by this the 
resonance assists the smooth reorganization of the 
system on the purpose to neutralize or disadapt.

Thus the Nonequilibrium State with outer and 
inner environment is considered to be the source of 
development of biological Systems. Nonequilibrium 
state is the result of disadaptation of the system and 
it may generate the process of self-organizing during 
which the previous structure alters. Reorganization 
takes place with the help of natural means for self- 
organizing system (the principle of reorganization is 
laid in it) and is painful for hierarchical system with 
rigid connections. The deviation of the entropy of 
human civilization has an oscillating character and it 
has a tendency for diminution. In the globally as the 
historie experience shows human civilization is 
considered to be the stable system.

3. Self-organizing of the separate 
organism

Let’s examine the process of development and 
self-organizing on the level of the separate 
individual who is considered to be the part of the 
higher biological system. Self-organizing is 
performed there by means of training and as a result 
there is a dynamie reconstruction of neural structures 
of the head brain and consequently the connections 
of the individual with other components of the 
system alter. This process constantly takes place and 
serves for adaptation of the organism to the outer 
and inner world. From the point of view of absolute 
knowledge a man stays all the time in the State of 
chaos (indefiniteness) which characterizes the 
degree of ignorance. In the process of cognition the 
size of indefiniteness decreases and in this sense the 
entropy also diminishes. The source of the 
development of the individual is represented by 
nonequilibrium condition with the outer and inner 
world, which appears as a result of influences from 
the outer environment. It brings to excitement of the 
corresponding neural structures of the head brain, 
which reconstruct themselves in such a way that the 
individual’s behavior could neutralize the arisen

nonequilibriumness. Self-organizing of the head 
brain takes place and this arouses the alteration of 
the individual’s connections in the social system. 
The phenomenon of resonance influences greatly the 
process of ontogenesis and self-organizing of the 
organisms. Resonance is a sharp inerease of 
excitement of separate neural structures of the head 
brain. This excitement may appear as a result of 
interaction with the outer environment or as the 
effect of Chemicals. The connections, imposed on 
the organism (inertionity of synapses, morals, self- 
preservation instinct, etc.) are considered to be the 
suppressing factor of resonance. The development of 
neural activity of the organism depends on the effect 
of competition between suppressing and stimulating 
factors. Resonance is one of the devices for 
adaptation of the organism and it may play both 
positive and negative role. The positive resonance 
leads to mobilization of the organism resources to 
attain the purpose and the negative resonance leads 
to stresses, depressions, etc. As a result of resonance 
the dynamie reconstruction of neural networks ofthe 
head brain takes place. Positive back connections, 
which strengthen the excitement of neural activity, 
are of great importance by this. Resonance may lead 
to insight during thinking operations when the 
solution of some problem has been found. For 
example, the recollections of some attributes 
connected with the image (name, profession) takes 
place during its identification. Identification will be 
realized by means of resonance if the input image is 
given only the attributes peculiar to him. The same 
processes take place during the solution of some 
complex problem and during some other creative 
processes.

But in this case the degree of the excitement of 
the neurons is much higher and may continue for a 
long period of time until the solution of the problem 
in individual’s opinion is found. The inertionity of 
neural structures of the head brain is considered to 
be the limiting factor in this process. In the State of 
resonance even a smali influence, if it reflects the 
reasons of neural activity adequately, may inerease 
sharply and lead to insight. Consequently, chance 
factors play a great role in high creative processes of 
the individual because it is necessary that the 
fluctuation leading to insight was added to the object 
in a certain time and space. The same process takes 
place during the interaction between the individual 
and the system. If there is a negative resonance as it 
was said above, the excitement of the certain neural 
structures of the head brain may lead to neuroses, 
paralysis, schizophrenia, etc.

Affects serve there as a source of excitement. 
They may be aroused by different associations, for 
example, by a word. The process of inerease of 
neural activity by means of positive back 
connections of neural structures may take place as a
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result of competition between exciting and 
suppressing factors (according to Freud-censorship). 
By this on the analogy of the previous case the 
organism becomes very sensitive to some influences 
which are able to lead to catastrophic conseąuences. 
Thus, depressive factors may lead to the excitement 
of neural networks connected with these factors and 
also it may lead to neutralization of the censorship. 
Positive back connection strengthens this excitement 
and resonance takes place. In this State even smali 
influence may arouse the unstability of the organism 
and this is able to lead to suicide. We see that the 
chance factors also play great role there. In the State 
of resonance the behavior of the individual is 
difficult to predict. The same processes take place as 
a result of some other physic traumas. So amnesia 
and paralysis is one of the forms of adaptation of the 
organism and as a result there is the neutralization of 
the process of the increase of the excitement. 
Neutralization is performed with the help of 
blocking of the corresponding neural structures of 
the head brain, what arouses these diseases. This 
process was called “superseding” by S. Freud [4]. 
The traumas may disappear if there is a back process 
of disblocking. The disblocking of neural structures 
may be carried out both under hypnosis and by 
modeling of stress situations, which have lead to the 
trauma. According to one of Freud’s postulates [4]

the thing which has been provocated by the 
consciousness may be removed by it.

Thus, self-organizing of the separate organism 
may lead to various conseąuences. The phenomenon 
of resonance and accompanying it chance factors 
play a great role by this.

The alteration of the entropy in the period of 
active organism’s activity has an oscillating 
character and the entropy has a tendency to decrease. 
In the passive State when the neurons of head brain 
begin their liąuidating the increase of entropy takes 
place and this increase attains the maximum value 
during the transition of the organism to the 
Quilibrium State with the outer world (the State of 
death).
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€-insensitive Unsupervised Learning

Colin Fyfe and Bogdan Gabryś,
Applied Com putational Intelligence Research Unit, 

D epartm ent of Computing and Information Systems, 
The University of Paisley,

Scotland.

Abstract
One of the major paradigms for unsupervised learning in Artificial Neural Networks is Hebbian 

learning. The standard implementations of Hebbian learning are optimal under the assumptions of 
Gaussian noise in a data set. We derive e-insensitive Hebbian learning based on minimising the least 
absolute error in a compressed data set and show that the learning rule is equivalent to the Principal 
Component Analysis (PCA) networks’ learning rules under a variety of conditions.

1 Introduction
The basis of many unsupervised learning rules is Hebbian learning which is so called after Donald Hebb [9] 
who conjectured ”When ап axon of celi A is near enough to eicite a celi В and repeatedly or persistently 
takes part in firing ii, some growth process or metabolic change takes place in one or both cells such that 
A ’s efficiency, as one of the cells firing B, is increased.” This paper investigates a novel implementation of 
Hebbian learning

Neural nets which use Hebbian learning are characterised by making the activation of a unit depend on 
the sum of the weighted activations which feed into the unit. They use a learning rule for these weights 
which depends on the strength of the simultaneous activation of the sending and receiving neuron. These 
conditions are usually modelled as

Vi ~  (U
i

and Awij =  rjXjyi (2)

the latter being the Hebbian learning mechanism. Неге yi is the output from neuron i, Xj is the j th input, 
and Wij is the weight from xj to t/,-. r) is known as the learning ratę and is usually a smali scalar which may 
change with time. We see that the learning mechanism says that if Xj and у,- fire simultaneously, then the 
weight of the connection between them will be strengthened in proportion to their strengths of firing. 

Substituting (1) into (2), we can write the Hebb learning rule as

A w ^ -  ,« ,  £ > * * *  =  .! (3)
к к

It is this last equation which gives Hebbian learning its ability to identify the correlations in a data set.
Now it is well known that the simple Hebbian rule above is unstable in that repeated use causes the

weights to increase without bounds. Thus weight change rules which have an inbuilt decay term in them 
have been developed. Many of the most significant of these have been those developed by Oja and colleagues
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Figurę 1: The negative feedback network. Activation transfer is fedforward and summed and returned as 
inhibition. Adaption is performed by simple Hebbian learning.

[13,14, 15] which have been shown to not only cause the weights to converge but in particular, to converge so 
that the network is performing a Principal Component Analysis (PCA) of the data set. It is well known that 
PCA is the best linear compression of a data set in that it minimises the mean sąuared error between the 
compressed data and the original data set. An alternative definition is that PCA provides the linear basis 
of the data set that captures most variance. This basis is formed from the eigenvectors of the covariance 
matrix of the data set in order of largest eigenvalues.

In section 2, we describe a negative feedback implementation of Oja’s rules and derive a new t-insensitive 
form of Hebbian learning. In section 3, we experiment with the rule and show that it performs an арргох- 
imation to Principal Component Analysis and that it is morę robust in the presence of shot noise; we also 
illustrate the effectiveness of the method in an anti-Hebbian rule and in a topology preserving network.

2 The N egative Feedback Network and Cost Functions
Figurę 1 shows the network which we have shown to perform a PCA [5] : the data is fed forward from 
the input neurons (the x-values) to the output neurons. Неге the weighted summation of the activations 
is performed and this is fed back via the same weights and used in the simple Hebbian learning procedurę. 
Consider a network with N dimensional input data and having M output neurons. Then the iih output 
neuron’s activation is given by

N
У, =  act,- =  У " W j j i j  (4)

i =i
with the same notation as before. This firing is fed back through the same weights as inhibition to give

м
Xj{t  + 1) <- Xj(t)  -  Y  w kjyk (5)

k =1

where we have used (t ) and (t + 1) to differentiate between activation at times t and t + 1. Now simple 
Hebbian learning between input and output neurons gives

м
A =  r ) t y t X j ( i  +  1) =  T ) t V i { x j { t )  -  Y  Щ У > }  (6)

;= i
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where rjt is the learning ratę at time t. This network has previously been shown in [1*8, 19, 5] to perform 
a Principal Component Analysis (PCA). In [5], we showed that we may have different weights for feeding 
back activation from those used for feeding forward activation which accords better with biological neurons 
in that synapses are one-directional. This network actually only finds the subspace spanned by the Principal 
Components; we can find the actual Principal Components by introducing some asymmetry into the network
И-

We have previously [8] introduced nonlinearity after the feedback operation in the learning rule to give
м

Awij =  ritfiyi)xj(t +  1) =  4 tf(y i){x j(t) -  ^ 2  w4 У>}
1=1

and related the resulting network to Exploratory Projection Pursuit. We will in section 4 be morę interested 
in the addition of nonlinearity before the feedback,

N
У> =  / ( act,) =  f ( £ 2  WijZj) 

i =i
(7)

followed by (5) and (6). [10] have shown that learning rule (6) may be derived as an approximation to 
gradient descent on the mean sąuared residuals (5) after feedback.

We can use the residuals (5) after feedback to define a generał cost function associated with this network 
as

J  =  /i(e )  =  / i  (x -  Wy) (8)
where in the above f i  — | | . | |2, the (sąuared) Euclidean norm. It is well known (e.g. [17, 1]) that with this 
choice of / i( )  the cost function is minimised with respect to any set of samples from the data set on the 
assumption of Gaussian noise on the samples.

It can be shown that, in generał (e.g. [17]), the mimimisation of J  is equivalent to minimising the negative 
log probability of the error or residual, e, which may be thought of as the noise in the data set. Thus if we 
know the probability density function of the residuals, we may use this knowledge to determine the optimal 
cost function.

It is well known that e.g. speech signals give a data set with kurtotic statistics. An approximation to 
these density functions is the (one-dimensional) function

P (e )  =  2 f  e e x p (  Iе ! ' ) (9 )

e | _  г 0 V | e | < e  
f *■ |e — el o th e rw ise (1 0 )

where

with e being a smali scalar > 0. Using this model of the noise, the optimal Д () function (to minimise the 
negative log probability of the error) is the c - insensitive cost function

/i(e ) = Mi (U)

rule
Therefore when we use this function in the (nonlinear) negative feedback network we get the learning

which gives us the learning rules

A W  oc dJ d fi  (e) de 
Ш  ~  de 3W

A  Wij -  { 0
r).yi.sign(xj -  Г »  wkjyk) =  T).y.sign{e)

if \*i ~  Et wkjVk \ < £
otherwise (1 2)
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where sign(t) =  1 if t > O and sign(t) = — 1 if t < 0.
We see that this is a simplification of the usual Hebb rule using only the sign of the residual rather than 

the residual itself in the learning rule. We will find that in the linear case (section 3) allowing e to be zero 
gives generally as accurate results as non-zero values but the data sets in section 4 reąuire non-zero e because 
of the naturę of their innate noise.

2.1 Is th is a H ebbian  R ule?
The immediate ąuestion to be answered is ”does this learning rule ąualify as a Hebbian learning rule given 
that the term has a specific connotation in the Artificial Neural Networks literaturę?” . We may consider 
e.g. covariance learning [12] to be a different form of Hebbian learning but at least it still has the familiar 
product of inputs and outputs as a central learning term.

The first answer to the ąuestion is to compare what Hebb wrote with the eąuations above. We see that 
Hebb is ąuite open about whether the pre-synaptic or the post-synaptic neuron would change (or both) and 
how the mechanism would work. Indeed it appears that Hebb considered it unlikely that his conjecture could 
ever be verified (or falsified) sińce it was so indefinite[4]. Secondly, it is not intended that this method replaces 
traditional Hebbian learning but that it coexists as a second form of Hebbian learning. This is biologically 
plausible - ”Just as there are many ways of implementing a Hebbian learning algorithm theoretically, naturę 
may have morę than one way of designing a Hebbian synapsę”[2]. Indeed the suggestion that Long Term 
Potentiation ”seems to tnvolve a heterogeneous family of synaptic changes with dissociable time courses” 
seems to favour the coexistance of multiple Hebbian learning mechanisms which learn at different speeds.

We now demonstrate that this new simplified Hebbian rule performs an approximation to Principal 
Component Analysis in the linear case and finds independent components when we have nonlinear activation 
functions.

3 e-insensitive Hebbian Learning
In this section we will use the linear neural network

N

У i =  J 2 Wfi xi
J = 1

M
+ Zj(t) -  £  wk)yk

k = 1
A w .. _  r 0 if \xj(t  +  1)1 < e

”  1 T].yi.sign(xj(t +  1)) otherwise

and show that the network converges to the same values to which the morę common PCA rules [14, 16] 
converge.

3.1 Principal C om p on en t A nalysis
To demonstrate PCA, we use the e-insensitive rules on artificial data. When we use the above learning rules 
on Gaussian data, we find an approximation to a PCA being performed. The weights shown in Table 1 are 
from an experiment in which the input data was chosen from zero mean Gaussians in which the first input 
has the smallest variance, the second the next smallest and so on. Therefore the first Principal Component 
direction is a vector with zeros everywhere except in the last position which will be a 1 so identifying the filter 
which minimises the mean sąuare error (which is equivalent to maximising the variance in the projection of 
the data onto this filter). In our experiment, we have three outputs and five inputs; the weight vector has



2.0749643e-003 6.1149565e-002 -3.9888122e-001 3.6858096e-001 -8.3912233e-001
2.8296234e-002 7.7505112e-003 8.5505936e-001 4.7078573e-OOl -1.9534208e-001
5.0981820e-003 -2.5554618e-002 3.2719504e-001 -7.9844131e-001 -5.0683308e-001

Table 1: The subspace spanned by 
= 0.1

first three principal components is captured after only 5000 iterations. e

-1.7574163e-002 3.3526187e-002 2.6317708e-002 4.9533961e-002 1.0068893e+000
-1.7960927e-002 -2.0583177e-002 2.1191622e-002 -1 .0037621e+000 6.8503537e-003
-4.1927978e-003 3.6645443e-002 -9.9189108e-001 -3.5904231e-002 6.6094374e-002

Table 2: The actual principal components are captured after only 5000 iterations. e =0.5

converged to an orthonormal basis of the principal subspace spanned by the first three principal components: 
all weights to the inputs with least variance are an order of magnitude smaller than those to the three inputs 
with most variance. This experiment used 5000 presentations of samples from the data set, f =  0.1 and the 
learning ratę was initially 0.01 and was annealed to 0 during these 5000 iterations.

Just as Oja’s Subspace Rule may be transformed into a PCA rule by using deflationary techniąues [16] 
we may find the actual Principal Components by using a deflationary rule with this Hebbian learning. Thus 
the feedforward rule is as before but feedback and learning occur for each output neuron in turn.

zy(f +  l) <- xj ( t ) - w kjyk Vj
A w kj = rjtykXj(t +  1) Mj

for к =  1, 2....
Table 2 shows the results when 5 dimensional data of the same type as before was used as input data, the 

learning ratę was 0.1 decreasing to 0 and e was 0.1. These results were taken after only 5000 iterations. The 
convergence is very fast: a typical set of results from the same data are shown in Table 3 where the simulation 
was run over only 1000 presentations of the data ( We have also used 6=0 in this case to demonstrate that 
the particular value of e is not crucial). So, as might have been expected, minimising the mean sąuare error 
and minimising the mean absolute error give the same results in the Gaussian case.

We may expect that sińce the learning rule is insensitive to the magnitude of the input vectors x, the rule 
is less sensitive to outliers than the usual rule based on mean sąuare error. To test this, we add noise from 
a uniform distribution in [-10,10] to the last input (that with smallest variance) in 30% of the presentations 
of the input data. Table 4 shows that the PCA properties of the c-insensitive deflationary network are 
unaffected by the noise. In comparison, Table 5 shows that the Sanger [16] network responds to this noise 
(as one would expect).

We notę that this need not be a good thing, however in the context of real biological neurons we may 
wish each individual neuron to ignore high intensity shot noise and so the e-insensitive rule may be optimal. 
Finally the insertion of a differentiated в, term in the calculation of the residual (as in [15]) also causes 
convergence to the actual Principal Components but was found to be two orders of magnitude slower than 
the deflationary techniąue described above.

-5.1776166e-003 4.5376865e-002 -2.3840385e-003 1.2658529e-002 1 .0019231e+ 000
-3.6847661e-002 1.0566274e-002 -1.3372074e-001 9.9144360e-001 1.6136625e-003
-1.1309247e-002 -8.1029262e-003 9.9036232e-001 1.4140185e-001 -1.4256455e-003

Table 3: The actual principal components are almost found after only 1000 iterations. e =0.
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2.5339642е-002 -3.9976042е-002 4.7171348е-002 3.3109733е-002 9.9560379е-001
1.5587732е-002 1.4625496е-002 9.7532991е-003 -1 .0013772е+000 3.2922597е-002
-4.8078854е-002 -6.4830431е-002 9.9738211е-001 2.1815735е-002 -4.5000940е-002

ТаЫе 4: The 30% outliers are ignored by the c-insensitive rule.

6.5436571e-002
6.9542470e-002

9.5947374e-001

-4.2781770e-002
-1.4830770e-002
-1.7583321e-003

-3.5680891e-002
1.7929844e-002
-2.1653710e-001

5.9717521e-002
-9.9627047e-001

-9.4726964e-002

-9.9664319e-001
-7.1398709e-002
-1.1765086e-001

Table 5: The standard Sanger rule finds the noise irresistable.

3.2 A nti-H eb b ian  Learning
Now the e-insensitive rule was derived in the context of the minimisation of a specific function of the residual. 
It is perhaps of interest to enąuire whether similar rules may be used in other forms of Hebbian learning. 
We investigate this using anti-Hebbian learning.

Foldiak [3] has suggested a neural net model which has anti-Hebbian connections between the output 
neurons.

The eąuations which define its dynamical behaviour are

N

Vi = + £  “чй
i =i

In matrix terms, we have

у =  x +  W y 
And so, у  =  (I — W )_1x

He shows that, after training with the familiar anti-Hebbian rule,

A wy = -Ш У] for i ф j

the outputs, у are decorrelated.
Now the matrix W must be symmetric and has only non-zero non-diagonal terms i.e. if we consider only 

a two input, two output net,

" '  = ( i  o )  <13>
However the e-insensitive anti-Hebbian rule is non-symmetrical sińce, if Wij is the weight from y, to yj, 

we have

Auiij = -T]yjsign(yi) if |j/j| > e
Д Wij =  0 otherwise (14)

To test the method, we generated 2 diinensional input vectors, x, where each element is drawn independently 
from N(0,1) and then added another independently drawn sample from N(0,1) to both elements. This gives 
a data set with sample covariance matrix (10000 samples) of

(  1.9747 
V 0.9948

0.9948 \  
1.9806 ) (15)
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Compariscn af Networks

Figurę 2: The Kohonen mapping and the Scalę Invariant mapping on two dimensional uniform distribution.

The covariance matrix of the outputs, y, (over the 10000 samples) from the network trained using the 
e-insensitive learning rule is

(  1.8881 -0.0079 \  . .
V -0.0079 1.1798 )  [ J

We see that the outputs are almost decorrelated. It is interesting to notę that

• the asymmetrical learning rules have resulted in non-equal variances on the outputs.

• but the covariance (off-diagonal) terms are eąual.

It is our finding that the outputs are always decorrelated but the finał values on the diagonals (the variances) 
are impossible to predict and seem to depend on the actual values seen in training, the initial conditions 
etc..

A feedforward decorrelating network, у =  (I  +  W)x, may also be created with the e-insensitive anti- 
Hebbian rule with similar resuts.

3.3 T op ology  P reserv in g  M aps
We have also used the negative feedback network to create topology preserving maps [7] with somewhat 
different properties from Kohonen’s SOM [11]. The feedforward stage is as before but now we invoke a 
competition between the output neurons and the neuron with greatest activation wins. The winning neuron, 
the pth, is deemed to be maximally firing (= 1) and all other output neurons are suppressed(=0). Its firing 
is then fed back through the same weights to the input neurons as inhibition.

Xj(t +  1) «— xj(t) -  wpj.l for all j (17)
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where p is the winning neuron. Now the winning neuron excites those neurons close to it i.e. we have a 
neighbourhood function Л(p ,j) which satisfies Л(p ,j) < A(p,k) for all j, к :|| p -  j  ||> || p -  к || where || . || 
is the Euclidean norm. Typically, we use a Gaussian whose radius is decreased during the course of the 
simulation. Then simple Hebbian learning gives

Awij =  тцА(р, i).Xj(t +  1) (18)
= r]tA(p,i).(xj(t) -  wpj) (19)

The somewhat different properties of this mapping from the Kohonen mapping may be seen in Figurę 2: the 
Kohonen SOM spreads out evenly across the data set while with the scalę invariant mapping, each output 
neuron captures a slice of the inputs of approximately eąual magnitude angle. We may now report that if 
we use the e-insensitive learning rule

л  __  f  0
w,} * T).A(p, i).sign(xj(t + 1))

convergence to the same type of mapping is also achieved. As 
ąuickly and is morę robust against shot noise.

if |Xj(t +  1)| < e 
otherwise (20)

before, the resultant mapping is found morę

4 Conclusion
We have derived a slightly different form of Hebbian learning which we have shown capable of performing 
PCA type learning in a linear network. We have shown that the method may also be used for anti-Hebbian 
learning and for the creation of topology preserving maps.

Futurę work will concentrate on analysing the form of noise to be expected in real situations and creating 
cost functions which are optimal for these situations.

References
[1] C. Bishop. Ntural Networks for Patiem Recognition. Oxford:Clarendon Press, 1995.

[2] T. H. Brown and S. Chatterji. The Handbook of Brain Theory and Neural Networks, chapter Hebbian 
Synaptic Plasticity. MIT Press, 1995.

[3] P. Fóldiak. Models of Sensory Coding. PhD thesis, University of Cambridge, 1992.

[4] Y. Fregnac. The Handbook of Brain Theory and Neural Networks, chapter Hebbian Synaptic Plasticity: 
Comparative and Developmental Aspects. MIT Press, 1995.

[5] C. Fyfe. Pca properties of interneurons. In From Neurobiology to Real World Computing, ICANN 93, 
pages 183-188, 1993.

[6] C. Fyfe. Introducing asymmetry into interneuron learning. Neural Computation, 7(6): 1167—1181, 1995.

[7] C. Fyfe. A scalę invariant feature map. Network: Computation in Neural Systems, 7:269-275, 1996.

[8] C. Fyfe and R. Baddeley. Non-linear data structure extraction using simple hebbian networks. Biological 
Cybernetics, 72(6):533-541, 1995.

[9] D. O. Hebb. The Organisation of Behauiour. Wiley, 1949.

[10] Juha Karhunen and Jyrki Joutsensalo. Representation and separation of signals using nonlinear pca 
type learning. Neural Networks, 7( 1): 113—127. 1994.

17



[11] Tuevo Kohonen. Self-Organising Maps. Springer, 1995.

[12] R. Linsker. From basie network principles to neural architecture. In Proceedings of National Academy 
of Sciences, 1986.

[13] E. Oja. A siraplified neuron model as a principal component analyser. Journal of Mathematical Biology, 
16:267-273, 1982.

[14] E. Oja. Neural networks, principal components and subspaces. International Journal of Neural Systems, 
1:61-68, 1989.

[15] E. Oja, H. Ogawa, and J. Wangviwattana. Pca in fully parallel neural networks. In Aleksander & 
Taylor, editor, Artificial Neural Networks,2, 1992.

[16] T.D. Sanger. Analysis of the two-dimensional receptive fields learned by the generalized hebbian algo- 
rithm in response to random input. Biological Cybernetics, 1990.

[17] A. J. Smoła and B. Scholkopf. A tutorial on support vector regression. Technical Report NC2-TR-1998- 
030, NeuroCOLT2 Technical Report Series, October 1998.

[18] R. J. Williams. Feature discovery through error-correcting learning. Technical Report 8501, Institute 
for Cognitive Science, University of California, San Diego, 1985.

[19] Lei Xu. Least mean sąuare error reconstruction principle for self-organizing neural-nets. Neural Net­
works, 6(5):627 - 648, 1993.

18



Unsupervised Training Algorithm  for Recirculation Neural Network

Vladimir Golovko, Vitaly Gladyschuk

Department of Computers, Brest polytechnic institute, Moscowskaja 267, 224017 Brest, 
Republic of Belarus, ph: +375 162 421081, fax: +375 162 422127, 

e-mail: cm@brpi.belpak.brest.by

Abstract
Unsupemised learning is the great promise o f 

the futurę. In such training the network is provided 
with inputs but not with desired outputs. 
Unsupemised learning is used for the principal 
component networks. This paper describes a nerw 
method for training o f the recirculation networks. 
Such method is called a sectioning learning. It is 
characterized by smali training time and stability o f 
training.

Keywords. Recirculation neural network, 
unsupervised training, compression.

1. Introduction

As it is known from statistics[l] the Principal 
Component Analysis (PCA) is the basie tool to 
reduce dimension by eliminating redundant variables. 
Such transformation from the n -dimensional to the 
m -dimensional vector equals the concatenation of 
the first m  eigenvector of the correlation matrix of 
the input signals. In this procedurę the input space is 
rotated in such a way that the output values are as 
uncorrelated as possible and the energy or variances 
of the data is mainly concentrated in a few first 
principal components.

The principal component networks 
(recirculation networks) use the various variants of 
unsupervised learning. So many papers are based on 
Hebbian learning [2,3,4]. Such learning rule is the 
equivalent to the Principal Component Analyses. 
Other authors [5,6,7] have used the backprogation 
algorithm or cumulative delta rule. However these 
algorithms have excessive training times and lack of 
convergence to an acceptable solution. There is no 
guarantee that the learning will be a success.

This paper describes a new method for training 
the recirculation network. Such method is

characterized by smali training times and stability of 
training. Various numerical experiments are used to 
illustrate the potential of the suggested method.

2. Architecture

Recirculation networks are characterized both 
feed-forward у  = f  (x )  and feed-back X = / (y ) 
transformation of the pattems. Such networks are 
used for compression (feed-forward transformation) 
and decompression (feed-back transformation) of the 
data. The architecture of the recirculation neural 
network is shown on Fig.l. It consists of three layers. 
The input units receive data from outside and 
distribute these data to hidden units. The hidden units 
perform the compression of the input data X  :
Y = F(WX) (1)
The units in the output layer are meant for 
decompression of the data of the hidden layer:
X  = F(W'Y) , (2)
where W is the weight matrix; X  is the input vector;
Y  is the output vector of the hidden layer; X  is the 
decompressed vector; F  is the activation function.

w Y w'

Figurę 1.
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One сап see in Fig.i, that recirculation network has 
two weight layers, called the forward and inverse 
layers. The purpose of the learning is to reduce the 
error between the decompressed vector and the input 
vector.

3. Background and motivation

4. Linear network

Such networks use a linear activation function 
and perform the linear compression of a data set. 
Then the outputs of the forward layer are as follows

•У, = ! > / , * , .  (*)

The proposed method involves two separate 
phases of the training. At the first phase the 
definition of the weight matrix W 'and  principal
components Y for minimization of the total sąuare 
error between the decompressed data and the original 
data set is performed. For this purpose it is necessary 
to minimize the following eąuation:
\X - fVY\  —» min (3)
It is equivalent to the minimization

l  *-l /=1
(4)

where L is the ąuantity of the input data. 
By this

X, (5)

where p  is the dimension of the hidden layer and 
p  < n. For the minimization of the eąuation (5) the 
method of steepest descent can be used. As a result 
the weights w ' of inverse layer and principal

components у  are defmed.

At the second phase the weight matrix W  of 
the forward layer is determined. As the target outputs
the vector Y is used, which has been obtained 
previously. Then the aim of the training at the second 
phase is to minimize the following expression:

where j  = l , p .
The outputs of the inverse layer are given by

(9)
/=1

where / =  1,77 .
The learning problem at the first phase can be 
formulated as: how do we compute Дм/ ( / )  and

Aу (t) in order to minimize the total mean-square

error between the decompressed data X  and the 
original data set X  (eąuation 4)? Let's examine the
definition of the vector Y  for the minimization of 
the eąuation (4). For this purpose the gradient 
descent method is used. Then the learning rule is

Э К
y i (t + \) = y j ( t ) - a ( t ) - — - ,  (10)

ćy.it)

where a } (t) is the adaptive training ratę for neuron 

j  of the hidden layer.

The error E is defmed by the expression:

K = r  £ c ? i  -# » )* •
i  /=i

Then the error derivate is
ЪЕ ЪЕ Ъх, 

дх, ду,
= X wji( X i-X ,)

(П)

( 12)

I  к-1 /=1
where

y , = F i wox ,
i=i

(6)

(7)

Theorem 1. The adaptive training ratę «  .(/) is
defmed by the following expression:

CCj(t) =
1

X(Wy/(0 ) 2
(13)

The method of steepest descent we will use for 
minimization of the eąuation (6). Such approach 
permits to train the inverse and forward layers 
separately. Let’s consider the training rules for linear 
and nonlinear networks.

Proof. In order to compute the training ratę tt (t)
we will use the method of the steepest descent. From 
this follows that

f
a l (t) = m m \ E ( y l(t)-ccJ(t)

dE ]

Эу;( Oj
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The activation values of element i can be written as:

*i 0 + !) = 4  (yj (0 -(XjYj ) + I  щ у к (t)
k*j

After modifications we have 
Xi(t + l) = x i ( t ) - a j yjw 'jl 
The error function for a pattem

^ /-i
Then the derivate is 
dE 

da
= 1  (* ,(0 -X, - aJy jw'y)* (-7/w',)=0 (14)

Now we can determine the adaptive ratę. 

From equation (14) follows that:

yja ,  =

5 » » 1
i=i

It may be noted, that

(15)

da ,
From this follows that the equation (15) 

minimizes the error function. Thus the learning ratę
is adapted to connection weights w':j.
The learning rule is

У i
y j( t+ D  = y j ( . t ) - - (16)

f
/=i

Now we have to determine the learning rule for 
connection weights w'u . In accordance to the 
gradient descent method

dE
w' (t + \) = w ' ( t ) - a ( t )  . (17)

dWj, (t )

where a(t) is adaptive learning ratę for inverse 
layer.
In this case we can get that 
и ' (t + 1) =  и / ( t) -a(l ) fx ,  - X, ) y , . (18)
The learning ratę can be defmed by analogy with 
theorem 1. Then

a { t)  = — ^—  (19)

I ^ a(0
7=1

As can be seen, the learning ratę is adapted to 
every pattem Y .

At the second phase it is necessary to compute 
A (t) in order to minimize the total mean-square

error between the data Y and the target data set Y 
(equation 6). Then we have that

dE'w, {t +1) = w (/) - a ( t )  - — — . (20)
OWy(/)

The error function for a pattern

l  7=1

(21)

where у ,, j  = l , p ,  are the first principal 
components.
By using the gradient descent method we can get that
Wy (/ +1) = w(/ ( 0 -a ( t ) (y j  -  y ; )x, (22)
The learning ratę is

a(t) = —

.7=1

(23)

5. Nonlinear networks

The nonlinear activation function is used for 
such network. By using nonlinearity of better results 
can be achieved in comparison with the linear 
function. Let’s consider the training rules for 
nonlinear networks. As the activation function we 
will use a hyperbolic tangent. Then the j th output of 
a forward layer is given by 
У , = th (S j) ,  (24)

where s j = ^ w tjx t
i=i

where j  = \ , p .
Accordingly for an inverse layer
x, = th (s ,)

s , = i w „  У i
7=1

(25)

(26) 

(27)

Let's examine the training rules. At the first 
phase it is necessary for each input vector X to 
define such vector у , which will ensure the 
minimization of expression (4).
The error derivate is equal to

Э£ дЕдх ds, — . . _ 7. , /-«ох
dy, Эх, Эл, dyt

Then



y j(t + l) = yJ( t ) - a J(t)'£(x, - x ,) ( l - x 2)w'jr  (29)
i

By using Taylor series decomposition and the 
steepest descent method we can receive the adaptive 
training ratę:

-  x, )W
__________

/=1

(30)

Let’s defme the expression for the modification of the 
weights W Then:

3 £  _  dE dxi dS, 
dw\ dxi Э 5 ,  c h ł '  ,

= (x, -  x, )(1 -  x,' )yt (31)

By using Taylor series decomposition and the 
steepest descent method we can receive the adaptive 
training ratę:

- х , ) 2(1- х 2) * Ii=l_________________

( i > 2)ż(*< --*/)2( i- ^ ' ) 2I <=l

(32)

Then the modification of weight connections W ' is 
as follows:

w; {i + 1) = w-j, (0  -  a(t)(x t -  x, )(1 -  x) ) y f . (33) 
Thus at the first stage of the training the weights of
the inverse layer w  . and p  - first principal

Let L be the quantity of input pattems. The 
algorithm of sectioning training consist of the 
following steps:

1. Random ly initialization of weights. 
Choice of the minimum total mean-square error 
Em.

6. Proposed algorithm

2. Cosequently L of patterns enter the 
neural network inputs. By this for each pattem 
only a feed-forward transformation of data is 
performed. As a result of the given stage the set 
of the compressed images Y is defined which 
will be used at the next stage of the algorithm.

3. Only the inverse layer is considered. As 
the input information the values Y are used 
which are defined on the previous step of 
algorithm. As the target pattems of the inverse 
layer the vector of input data X  is used. The 
following sequence of operations is performed:

3.1. For L pattems Y weights update 
using the expression (18) for linear or (33) 
for nonlinear neural networks.

components Уj  are calculated.
At the second phase the weights of the forward 

layer are calculated, where the values Y are used as 
target outputs. For this purpose it is necessary to 
minimize the mean-square error (equation 6).
By using the gradient descent method we can get: 
dE' dE' dy dSj -

1 1  ' ' '
By using Taylor series decomposition and the 
steepest descent method we can get the adaptive 
training ratę:

a{l)=  -n ......• _------------------------- (35)
(Х*,2Ш Т , - Т , ) 2(1- Т ,2)2

;=1  j - 1

Then

3.2. For L pattems Y outputs update 
of the hidden layer using expression (16) 
for linear or (29) nonlinear neural 
networks.

3.3. The steps 3.1 and 3.2 are repeated, 
until the total mean-square error of an 
inverse layer becomes smaller than the 
given Em.

4. The modification of the weight of the 
forward layer is performed according to 
expression (22) for linear or (36) nonlinear 
neural networks. For this purpose the input 
patterns consequently enter at the network and 
there is only forward transformation of the 
information for each pattem. The values Y 
obtained on the previous step of algorithm are 
used as the target data.

wit (t +1) ~ w,j (0  a (0 (У i У , )0 Уj )x i ■ (36) 5 The step 4 proceeds untill the total mean-
square error of the forward layer becomes 
smaller than the given one ( E m).
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Figurę 2. Fragments of the test image(at the 
top) and decompressed image (at the down).

For defmition of weights the normalized training 
ruie can be used.

By using this algorithm it is possible to train the 
nonlinear recirculation network for the compression 
of the data. The experiments have shown that the 
offered algorithm is morę effective in comparison 
with the usual ones [5-7].

Figurę 3. Diagrams of the variation of the 
total square error during training:
a) sectioning training; b) back-propagation 
algorithm; c) cumulative delta rule.

7. Experim ents

We have applied the proposed algorithm to the task 
of data compression. In the first experiment we 
illustrate the application of our results for the 
compression of human faces. In the second 
experiment our algorithm is used for the compression
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Table 3. Comparison of different training methods.
Training method Number of 

tests
Number of
successful
tests

Number of 
failure1 tests

Average 
number of 
iterations

Average time 
of training, 
sec.

Cumultative delta 
rule with constant 
steps

20 3 17 2,07E4 27,4

Back propagation 
algorithms with 
constant steps

20 14 6 3,09E3 41,2

Sectioning 
training with 
constant steps

20 20 20 899 1,7

Sectioning 
training with 
adaptive steps

20 17 3 19,2 0,0412

of the real array. The results of the experiments are 
discussed.

7.1. Image compression

The recirculation neural network was tested for 
image compression. The standard color testing image 
is 256x256 with 24 bit/pixel. Both the training and 
test sets contain 16384 patterns. The neural network 
consisted of 12 input neurons and 6 hidden neurons. 
One byte of the information (real and normalized 
number) enters each network input. The hyperbolic 
tangent is used as the activation function. The 
diagrams of the variation of the total square error 
during the training are shown in figurę 3. These 
diagrams show that the sectioning algorithm has the 
smallest time complexity. As can be seen that the 
sectioning training algorithm has good stability in 
comparison with the traditional algorithms. 
Fragments of the test image and the decompressed 
image are shown in figurę 2.

7.2. Real array compression

For the analysis of the abilities of our training 
method we tested recirculation neural network for 
compression of the real arrays. In this tests we used 
different real arrays as the input data. The example of 
one of them is presented in table 1. Table 2 shows the 
compressed array after neural network training. In 
this case we use neural network with 4 input neural 
elements and 2 hidden ones. Also the hyperbolic 
tangent was used as the activation function. The total 
main square error for a successful test must be less 
than 0,01. Table 3 shows information about different 
training methods for compression of the given real 
array.

Tablel. Input array.
0,134 0,045 0,032 0,032
0,135 0,134 0,032 0,023
0,072 0,073 0,144 0,032
0,025 0,125 0,123 0,123

Table 2. Compressed array for sectioning training 
with adaptiye steps._________________________

0,211 0,613
0,332 0,8

8. Conclusion

Our sectioning algorithm is an efficient tool for 
reducing of the dimension of the data. This algorithm 
will be used for training of the recirculation neural 
networks. We are currently exploring other 
applications of our approach.
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Abstract
We apply some variants of evolutionary computations 
to the Hopfield model of associative memory. In the 
model, a number of patterns can be stored in the net­
work as attractors if synaptic weights are determined 
appropriately. One of our goals of this study is to 
learn the number and distribution of these Solutions 
in weight space, which is still an open problem. To 
address this issue, we test a method to visualize So­
lutions in high-dimensional space in this paper.

keywords: Neural network, Associative memory, 
Weight space, Yisualization.

1 Introduction
In studies using evolutionary algorithms, visualiza- 
tion of high-dimensional space provides various as- 
pects of insight into the search space explored. We 
can imagine, for instance, convergence/divergence 
behaviors of a population, topology of a fitness land- 
scape, what does a walk from a random point to the 
global optimum look like, and so on. The problem 
of mapping a number of points in multi-dimensional 
space to points in 2D space with the distances among 
the original points remaining as much as possible is 
one of those techniąues. Shine et al. [1] and Collins
[2] argued such a techniąue together with other pos­
sible alternatives. Collins cali this techniąue “S a m -  

m o n  M a p p i n g ” after Sammon [3] who proposed this 
techniąue originally (Shine et al. cali this “D i s t a n c e  
M a p ”) .  Since the techniąue is an optimization prob­
lem, we can employ a genetic algorithm (GA) to solve

this problem. Неге we employ this techniąue in some- 
what of a different way.

We apply some variants of evolutionary computa­
tions to the fully-connected neural network model of 
associative memory. In the model, a number of pat­
terns can be stored in the network as attractors if 
synaptic weights are determined appropriately. Al- 
though some of the Solutions of weights have been 
found heuristically, the number and distribution of 
the whole Solutions are still unknown issue. As a pre- 
liminary stage toward addressing this issue, we apply 
the Sammon Mapping to visualize our wight space.

Since neither Collins nor Shine gave us any de- 
scription such as how large dimensionality can be ex- 
plored, or how many points can be mapped properly, 
we start by visualizing two known shapes in the space 
of high dimensionality. Then we apply the techniąue 
to our weight space of the neural network model of 
associative memory.

2 Associative Memory
Associative memory is a dynamical system which has 
a number of stable states with a domain of attraction 
around them [4]. If the system starts at any state in 
the domain, it will converge to the stable state. Hop­
field [5] proposed a fully connected neural network 
model of associative memory in which information 
is stored by being distributed among neurons, and 
we can retrieve the information from dynamically re- 
laxed neurons’ states. In the model, some of the ap- 
propriate configurations of synaptic weights give the 
network a function of associative memory.

The Hopfield model consists of N  neurons and N 2 
synapses. Each neuron state is either active (+1) or
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1

I
I

ąuiescent ( — 1). When ап arbitrary A-bit b i p o l a r  p a t ­

i e m ,  a seąuence of +  1 and — 1, is given to the network 
as an initial state, the dynamical behavior of neurons’ 
States afterwards are characterized by the strengths 
of the N 2 synapses. The synaptic strengths are called 
w e i g h t s ,  and the weight from neuron j  to neuron i  is 

. denoted as W ij in this paper. Provided the synaptic
weights are determined appropriately, network can 
storę some number of patterns as attractors. Hopfield 
employed the so-called Hebbian rule [6] to prescribe 

i the weights. That is, to storę p  bipolar patterns :

' C  -G>. *'=».-  v

the weight values are determined as:
I

W ij =  -fi £  C V, (*' t -  j ) ,  w u  =  0.
v=i

An instantaneous state of a neuron is updated asyn- 
chronously (one neuron at a time) as:

Si (t +  1) =  sgn I
V

where Si(t) is a state of the i-th neuron at time t. If 
an initial state converges to one of the stored patterns 

as an eąuilibrium state, then the pattern is said 
to be recalled. Furthermore, if an initial state chosen 
from the stored patterns remains unchanged from the 
beginning, then the pattern is said to be stored as a 
fixed point.

In analyzing the Hopfield model, there have been 
basically two different approaches: one is to explore 
pattern spact searching for attractors under a spe- 
cific weight configuration, and the other is to explore 
weight space searching for an appropriate weight con­
figuration that stores a given set of patterns. To 
be morę specific, the former is an analysis of the 
Hamiltonian energy as a function of all the possi- 
ble configurations of bipolar pattern to be given to 
the network, where synaptic weights are pre-specified 
using a learning algorithm, usually the Hebb’s rule, 
so that the network Stores a set of p  given patterns. 
In this context, the model for p =  1 corresponds 
to the Mattis model of spin-glass [7], in which the 
Hamiltonian energy has two minima, while the model 
for infinitely large p corresponds to the Sherrington- 
Kirkpatrick model [8], in which the synaptic weights 
become Gaussian random variables. Analyses of the 
former type have been madę in between these two 
extreme cases (see Amit [9]). The latter analysis, on

(1)

the other hand, was addressed by Gardner [10]. She 
discussed the optimal weight configurations for a f i x e d  

number of given patterns in terms of the volume of 
the Solutions in weight space, suggesting that the vol- 
ume shrinks to vanish when p approaches to 2N .  In 
short, the former approach searches for the optimal 
pattern configurations which minimize the Hamilto­
nian energy in p a t i e m  s p a c e  w i t h  t h e  w e i g h t s  b e i n g  

f i x e d ,  while the latter searches for the weight config­
urations i n  w e i g h t  s p a c e  that optimally storę a set of 
given f i x e d  p a t t e r n s .

In this paper, our concern is on weight space where 
some points give a network a capability to storę a 
fixed set of patterns, and we cali these points Solu­
tions.

3 Sammon mapping
As Collins [2] wrote, the dimension reduction has 
been an important techniąue for visualization of the 
space of high dimensionality. The Sammon Mapping
[3] is one of these techniąues. This enables us to 
map a set of A f  points in n-dimensional space to 2-D 
location data so that the distance information is pre- 
served as much as possible, or as Shine [1] wrote “s o  

t h a t  t h e  n - d i m e n s i o n a l  d i s t a n c e s  a r e  a p p r o z i m a t e d  b y  

2  d i m e n s i o n a l  d i s t a n c e s  w i t h  a m i n i m a l  e r r o r . ” This 
problem is an optimization problem.

Shine et al. [1] and Collins [2] proposed a method to 
solve this problem by a Genetic Algorithm, as follows. 
First, the distance matrix whose entries are Euclidean 
distances between all possible pairs of A f  points in the 
n-dimensional space is calculated. Then tentative A f  
points in 2-dimensional space are determined repre- 
senting the original A/"-points in the n-dimensional 
space. The distance matrix of these A f  2D points is 
also calculated, which then will be subtracted from 
the original n-dimensional distance matrix, yielding 
an error matrix. A GA is used to minimize this error 
matrix.

For the sake of simplicity, we assume here the di­
mension reduction from 2401D space to 2D space. 
Given A f  points in 2401D space

where each point X k is expressed by 2401 coordinates 
as

Y* — tzk 'i i * 2 4 0 1  /•

Then the square distance between m-th point and
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л-th point is calculated as

2401

R m n  =  £  ( z \ n  -  z ? ) 2

t=i

The values for all the possible combination of m  and 
n  construct a distance matrix. Since the matrix is 
symmetric with zero diagonal elements, we use the 
lower triangle elements (m < n).

Then we generate V  sets of the 2-dimensional Af 
points at random, i.e.,

^ ( O i -
• • > v (a)

,9 # (V )

where the fc-th point of the i-th set is represented as:

**('■) = K,‘ ,Ca*)-
Thus the i-th set of these A f  points has its distance 
matrix whose elements are

rmB(i) =  £ ( G m - C ) a
1=1

The objective function of the i-th sets / ( i )  can be 
defined as

/(*’) =  £  r ™ ( i ) - R ™
m < n

Starting with a random configuration of A f  points 
in 2-dimensional space, the GA corrects these points 
generation by generation applying crossover and 
mutation1 to 2D coordinates. The correction is re- 
peated until the error converges to an acceptable min­
imum.

4 Results & Discussion
Towards the goal of visualizing Solutions in weight 
space, we apply the dimension-reduction technique to 
two toy examples, as test functions, in which distri- 
bution of the point is known. One is a set of points 
on a hyper-line, and the other is a set of points in 
the two separate regions. Our“experiments of the 
fully-connected neural network model of associative 
memory are carried out on networks with 49 neurons,

1 Wc em ploy un ifo rm  crossover [11] an d  B G A  m u ta tio n  [12] 
here.

which implies the weight space is 492 =  2401 dimen- 
sional space. So the dimensionality is set to 2401 in 
this paper.

Hyper-line
The first test is a visualization of a hyper-line. In

Figurę 1: Points mapped to 2D space from 120 points on 
a diagonal linę of the 2401-D space (top), and the time 
evolution of objective function (bottom).

mapping some points in high dimensionality to points 
in 2D space, there exists some constraints in gen­
erał. It is elear, for example, that the four vertices 
of a tetrahedron in 3D space can never been exactly 
mapped to four points in 2D space. On the other 
hand, there is no such constraint in the case of points 
on a hyper-line. In that sence, hyper-line is a good 
benchmark for the algorithm.

First, we pick up 120 points that are distributed 
with eąual interval on a diagonal linę of the 2401- 
dimensional hyper-eube. To be morę specific, the 
points are:

(x i i * 2 1 ' ''  > *2 4 0 1 ) 1   ̂ =  0i 1]1 ■ • > HO

where

* 1  =  Х 2 — ■ ■ • =  * 2 4 0 1  =  ~1 +  к  ■ (2/119)

Then they are mapped to 120 points on 2-dimensional 
space so that the distance relation among the 120
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points on the 2401-dimensional space is kept as much 
as possible. A result is shown in Figurę 1 (top). We 
can see a straight linę in the 2-dimensional space. 
The task to search for an appropriate configuration 
of 2D points is ąuite easy in this case. As evolution 
proceeds, the objective function that took the value 
7,560,777 at the start asymptotically approaches the 
smali value around 0.1. The evolution is shown in 
Figurę 1 (bottom).

Two hyper-cubes
Next, we proceed to an example in which we can 
imagine the shape of the region in high-dimensional 
space. We sampled 60 points randomly from the 2401 
dimensional region whose ordinates are all between 
0.5 and 1.0 as well as the other 60 points from the 
region whose ordinates are between -0.5 and -1.0. 
Namely, points are sampled either from two sepa- 
rate hyper-cubes of the same size. In Figurę 2 (top), 
a result of dimension reduction of these 120 points 
is shown, together with a point that corresponds to 
the origin. The evolution of the objective function 
is shown in Figurę 2 (bottom). The value starts 
with 14,567,428, and eventually approaches 106,125. 
Though the finał value of the objective function is 
not so smali, the ratio of the finał value is 0.7% of 
the initial value. We can clearly see the two separate 
regions in the 2-dimensional space.

Hyper-sphere: w eight solution  
As stated earlier, multiple configurations of weights 
give a network a function of associative memory. The 
number of these configurations is known to be de­
pendent on p, the number of patterns to be stored. 
Storing just one pattern gives a maximum number 
of Solutions of weights, while as p approaches twice 
the number of neurons, all the Solutions vanishes [10]. 
However, the number and distribution as a function 
of p is still unknown. So far, we have applied some 
variants of evolutionary algorithms to search for these 
Solutions (see e.g., [13]- [18]). Неге, we study the 
Solutions found by the Breeder Genetic Algorithm 
(BGA) among others, sińce only this algorithm has 
been able to search for Solutions for a wide rangę of p 
(see [19]). Our experiments were carried out on net- 
works with 49 neurons and the BGA found Solutions 
for up to p =  90. The Solutions that the BGA found 
are also expected to be different from run to run, 
as Miihlenbein et al. [12] wrote: “t h e  B G A  m u i a i i o n  

s c h e m e  i s  a b le  t o  o p t i m i z e  m a n y  m u l t i - m o d a l  f u n c -  
t i o n s .  ” As a preliminary stage of the goal of łeaming 
the number and distribution as a function of p, we

Figurę 2: Two regions of the 2401-D space mapped to 
the 2-D space; filled-in circle •  indicates the origin (top), 
and the time evolution of objective function (bottom).

sampled 30 such Solutions for p =  1. It is important 
to notę here that sińce each weights, W i j ,  can take 
an arbitrary real value, there are infinite number of 
equivalent configurations which differ only by scaling 
factor. In other words, for any scaling factor к ,  K W ij  
works exactly in the same way as u>ij in updating neu­
ron states (see eąuation (1)). So, we normalized the 
Solutions obtained such that they locate on the hyper- 
sphere of radius 1. We suspect that these normalized 
Solutions for p =  1 are distributed uniformly on the 
surface of the hyper-sphere. We show the results of 
the 2D points mapped from the 2401-dimensional so­
lution space for the number of Solutions Af =  9 in 
Figurę 3 (top). When the number of storing pat­
terns is only one, we observed that the nine 2D points 
corresponding to the Solutions are almost uniformly 
distributed on the circle whose center corresponds to 
the origin of 2401-dimensional space, while the dis­
tribution of these 2D points are disturbed morę or 
less for A f  morę than 9 (not shown here). In Figurę 
4, we show the time evolution of each objective func­
tion value for A f  =  9 and 30. The value for Af =  9 
starts with 1,758 while the value for A f — 30 starts 
with 37,115 and these values ended up 8 and 129, re- 
spectively. The difference of these values is due to 
the degree of constraint of the dimension reduction
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problem.
We also tested the similar experiment with the di- 

mensionality 256 instead of 2401, but we found that 
the results were almost the same (not shown here), in 
that the limit in which points of high dimensionality 
are properly mapped to 2D space was around h f  =  9.

Next, we apply the techniąue to Solutions also ob- 
tained by the BGA runs for p =  90. This number of 
patterns to be stored is almost the upper bound of 
the storage capacity for a network with 49 neurons, 
and the Solutions are expected to be localized into 
smali region of weight space [10]. A result is shown 
in Figurę 3 (bottom). Though resolution is not so 
good, we can anyhow imagine the localized Solutions.

p - i

A r b lt r a r y  u n it

p =  9 0

A r b l t r a r y  u n i t

Figurę 3: 2D points mapped from nine Solutions in the 
2401-dimensional weight space. Filled-in ciicle • indicates 
the origin. The number of stored patterns is 1 (top) and 
90 (bottom).

5 Conclusion
We have described a techniąue to map a high- 
dimensional search space to 2D points remaining the 
distance information of the source points being as 
much as possible. What we are interested in is to vi- 
sualize weight configurations in weight space that give 
a network a function of associative memory. Since 
the topie has not been the subject of extensive re-

Figure 4: Time evolution of the objective function 
when high dimensional points are distributed on a hyper- 
sphere.

search, as Shine et ał. [1] pointed out, we preliminary 
applied the techniąue to two somewhat of trivial ex- 
amples to know the limitation of the techniąue. We 
have observed that 120 points on a 2401-dimensional 
hyper linę are mapped to a straight linę on 2D space, 
and 120 points that are distributed randomly on two 
separate hyper-eubes in 2401-dimensional space are 
mapped to two separate regions of 2D points.

Then we apply the techniąue to our weight space in 
which we search for the Solutions that give a network 
a function of associative memory. The dimension of 
the weight space is 2401 sińce we use neural networks 
with 49 neurons. If p, the number of patterns to be 
stored to the network as an associative memory, is 
only one, then the Solutions are expected to be uni- 
formly distributed in the space. On the other hand, 
if p =  90 that is almost the upper bound of the stor­
age capacity, then the Solutions are expected to be 
highly localized. We normalized these Solutions such 
that they locate on the hyper-sphere of radius one. 
Then we used the techniąue to visualize these Solu­
tions in 2D space, and found that we can obtain the 
expected results unless the number of Solutions ex- 
ceeds nine. This limit is not so good, but the result 
suggests that the Solutions are distributed uniformly 
at random for p =  1 and very localized for p =  90.
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Abstract

In this work the techniąue o f creation o f adapthre 
training algorithms for recurrent neural networks 
(RNN) is cortsidered. These algorithms have high 
convergence and accuracy on a comparison with 
traditional backpropagation. The original technique o f 
calculation o f an adaptive training step with use of 
steepest descent method is resulted. The features o f 
calculation o f an adapttve pitch for neural elements 
with recurrent connections are discussed. Are 
considered the neural units with various functions of 
activation, used in architectures neural systems of 
forecasting. The indicated computing experiments 
demonstrate advantage o f the developed RNN training 
methods.

1: Introduction

The training of RNN with plenty of recurrent 
connections with use backpropagation is a large 
problem. It is connected to defects of training 
algorithm and complexity of neural network
architecture. Therefore there is a problem of 
development of adaptive training algorithms
permitting to execute RNN training of a complicated 
structure with a high exactitude and a speed [3-6]. In 
this work the technique of calculation of an adaptive 
training step is resulted which can be applied to any 
activation of neural elements. The adaptive step for 
sigmoid, logarithmic and linear functions of activation 
used by the authors for construction of systems of 
forecasting is considered.

2: Basic RNN Architecture

This work is focused in the fully connected third- 
layered recurrent neural network (RNN) architecture, 
as shown in a Fig 1 [3]. The output activity of the 
neural network is defmed by expression:

f
Y/ (t) = F \Y jW,Jy i ( t) -T l 

( i=i
(1)

where N h - number of units of the hidden level, У,«) 
- output activity of hidden units, s t - threshold for 
output unit, w^ - weights from hidden input units i to 
the output unit j , j  = {1,jV0} .
The output activity of the hidden units on the current 
training iteration t for training exemplar p is defmed 
as:

N, Nh Ny
1.1/1 = (o♦ (/ - 1) +£/«,//(/ - 1)- ) (2)

w *=i /=1
where x, (t) is a i ’th element of the input vector 
x (t), n  , - size of an input vector, wtj - weights ffom 
extemal units i to hidden units j , wkj - weights from

hidden units к to hidden units j ,  y k( t - l )  - output 
activity of a hidden unit к for the previous moment of 
time, w,j - weight to the hidden unit j  tirom an output
unit / , Yt (t -1) - network output activity for the 
previous moment of time and s . - thresholds of the 
hidden units.

In this work we use three types of neural units 
transfer function:

• Linear activation function:
F(Sj ) = M - S j (3)

This function is used as RNN output units in the some 
types of the neural prediction systems.

• Logarithmic activation function:

F{Sj) = ln^(S; +.j(SJ)2 +a):  v'a j , ( a> 0) (4)

The choice by this transfer function is stipulated by 
that it is unlimited on all define area. It allows better to 
simulate and predict complex non-stationary 
processes. We propose to use this function in the 
hidden units of RNN. The parameter a defines 
declination of the activation function (see Fig. 2).
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Figurę 1. The RNN architecture

Figurę 2. The logarithmic activation 
function for various parameters a :
a) a = 1.0, Ь) a = 0.1 , c ) a  = 0.01, d) a = 0.001 •

• At other case in hidden units is used standard 
sigmoid transfer function, defrned as:

F ( S , ) Ą l  + e~S iY  (5)
Let’s consider the adaptive training step 

calculation for mentioned above transfer functions.

3: Adaptive Training Step Calculation for 
RNN

In standard backpropagation algorithm there is a 
problem of choice of an optimal training step to 
increase speed of training. For choice of adaptive step 
it would be possible to use a method of steepest 
descent. According to it, on each iteration of neural 
network training, the training step for each layer by 
such is necessary to select to minimize a root-mean- 
square error of a neural network:

a(t) = min£(_yv(r + 1)) (6)
where j  = (I, N0 } , NQ - number of neural units of the 
output layer.
The output value of the j  ’th neuron depends on 
function of activation of units and is generał ly 
determined as follows:

j ^ f  + l) = .F(w,/ (f + l),7’_,(/ + l)) (7)
The weights and thresholds are modified as:

ńF,
wv (t+l) = W y(t)-a(t)-

dw dł)

7’;(? + l)=  r / ( t ) - e  (t)

V
ÓE

ds.(l)

(8)

Root-mean-square error of the RNN is defmed as:

Then for determination a(t) it is necessary to find
дЕ _ 8E dYj(t +1) ,1Qł

da(t) dYj(t +1) da(t) ' V '
The given equation cannot be decided rather a{t) by 
an analytical way. Therefore in the series of 
publications for definition of an adaptive training step 
it is offered to use methods of linear search [1]. 
However it is connected to difficult calculations. 
Therefore it is possible to offer an approximate method 
of a determination of a training step a ( t) . It bases on 
expansion of the neural unit activation function in a 
number Tailor serial. Let's consider it explicitly.
Let output value of the j  ’th neuron of the output layer 
is equaled:

Yj (t) = F(Sj(0).
57(0 = I> ',W w //(0 -7 'y(t), (11)

where у , (/) - output value of the i ’th neuron of the 
hidden layer.
For definition of the weighted sum of the j  ’th neuron 
in the moment of time r + 1 we shall use in (11) 
expressions (8):
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SJ(t+ 1)‘* £ * (w9 -T j + Л -Ц г
a r.

V  7- / V  \= > y , w „  - T i - a - l  у  V ,------------------- ).
^  ' v 1 ^  1 dw„ ST,U ł

( 12)

(13)
We shall designate

Z 8E 8E
y ^ w ;i U J

Then the expression (12) can be presented as follows: 
Sj(t + l) = SJ( t ) - a - a J. (14)

The target value of j  th neuron in the moment of time 
t +1 is eąualed:

У,(Г + 1) = Г (^ (г  + 1)). (15)
Let’s decompose this expression under the Tailor 
formula and limits by first two members:

T/ (f + l) = F(0) + n O ) - 5 / (f + l), (16)
where

** r~-
F'(0) = - - for S . = 0.

8S, J
We shall use in (16) expressions (14). Then

У, U +1) = FI 0) + F'{0)Sj (t) -  aFX0)a, (17)
As

YJi l)  = F(0) + F'(0)Sj (t), (18)
that expression (17) can be presented as follows:

Y, (t +1) = Yt (t) -  aF'(0)a/ (19)
For definition of an adaptive training step it is 
necessary to supply:

£ = y X (r / (?+1)~ ^ )2_>ni,n (20)
* J

T h e n

9dEa = Y jn  (t) 11 ~ aF ' ^ aj ) ' (- ^ '(0)eу) = 0 (21)
/

Expressing from the last eąuation, we shall receive: 

a(t) = —------- =  (22)
И 0 ) 2 > /

d2EAs , > 0, for want of given a  the minimum of a 
d a 2

root-mean-square error is ensured. Let's find 
expression for a; . For this purpose we shall define:

8E BE °Y, 8S,
—  = —  —^ ---L = { r . - t . ) F X S i ) -y„
dwy dYj dsj dWy J J 1 ‘

dE dE dY. dS.
- = — ----------- ---  =  -(Y. -I ,)F '(S

dT dYj 8Sj dT J J '

(23)

Using (22) in expression (12), we shall receive:

aj ={\ + Y j y ,2)-(YJ - tj ) - n s j)  (24)

Proceeding from a principle of independence of 
stratums, we assume that

rj=y,-‘j (25)
Using expressions (24) and (25) in (22), we shall 
receive approximate expression for calculation of an 
adaptive training step of various layers if neural 
network:

' Z r J2F'(Sj )

a{t) = - (26)
п о н 1 + ^ , 2) ^ ; ( Г ( ^ ) ) 2

j  j
where yj - error of j  ‘th neural element, which for 
various layers of the neural network is calculated as:

Yi = L Y ,F '(S J)wlJ
И

(27)

In the formula (26) expressions (1 + £ y , 2) represent
i

the sum of ąuadrates of input activities of neurons of 
the current layer. Therefore similarly it is possible to 
receive expression for calculation of an adaptive step 
of the hidden neurons containing recurrent 
connections. This expression looks like:

W m
Ufy------------- ---------- L---------------------- ;____ ,(28)

i  к I  j

where v4 (/ — !),>>/ (? — 1), - source activity of context- 
sensitive neurons, k = {1, Nh}, / = {1, Na }.

Let's consider definition o f  expressions (25), (27) 
for various functions of activation of neural elements. 
S ig m o id  fu n c t io n . As derivatives of sigmoid function:

Yj = F ' ( S J ) = Yj ( \ - Y J ),
1 (29)

Yj (0) = Г (0) = Т  
J 4

that expression for an adaptive training step can be 
presented as follows:

4 2 > Л ( 1 - у , ) ,
a(t) = ---------- - -  — — — - (30)

а + 2 > л - 5 > Л / а - 10>2I j
For neurons of the hidden layer, with allowance for of 
recurrent connections, the adaptive training step is 
determined by expression:

4Ш у£ - у}>
<*/)=----------------1 --------------------------- (31)

o+S 3y fv -y ,f
i  к i  j

L o g a r ith m ic  fu n c t io n . Derivatives of logarithmic 
function is:
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I

(32)

efficiency of adaptive algorithms was observed (see 
Table 1).Yj = F b j )  =

i Sj + a

Y. (0) = F'(0) = -— , 
iJ a

that expression for an adaptive training step can be 
presented as follows:

,-i
J ^ Z r Ą p j ) 2 +a

a ( i )  -

(1+I> '2> - I > / ( ^ 2+a)''’
(33)

у i = , y j ( \ - y j ) wij (34)

For neurons of the hidden layer, with allowance for of 
recurrent connections, the adaptive training step is 
determined by expression:

d!)= (35)

i к

У ,= Т у , т  W:> (36)
S r + a1

Linear function. As derivatives of linear function: 
Yj -  F ' {S j)  = M,

Y j ( 0) = F'(0) =  M,  
then we receive the next expression:

(37)

M Y j j 2
a(t) = ——— (38)

4: Testing

Table 1. RNN training results
Туре of 
training step

Training error 
for RNN with 
logarithmic 
transfer function 
o=0.01

Training error 
for RNN with 
sigmoid transfer 
function

Adaptive 1.78ЕГ5 6.92ЕГ4
a  = 0.0099 3.91£~2 3.1 LfT1
a  =0.099 7.13 ET3 5.OLE"2
a  =0.99 9.11E-4 9.78FT3
a  =1.99 5.21 £ “4 6.97ЕГ3
a  =9.99 2.87FT1 9.98E-4
a  = 19.99 1.09 8.78FT3

5: Conclusion

In this work the problem of fast training of recurrent 
multilayer neural networks with complicated structure 
is partially decided. The circumscribed original 
techniąue of calculation of an adaptive training step 
can be applied for any functions of activation of 
neuroelements. In work the application of the 
developed algorithms on an example of concrete types 
of RNN architectures is shown. The computing 
experiments demonstrate potential abilities of the 
developed adaptive algorithms for training of 
complicated neural networks.
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Abstract

The training o f multilayer perceptron is gen- 
erally a difficult task. Excessive training times and 
lack of convergence to an acceptable solution are 
freąuently reported. This paper discribes new 
training methods o f feedforward neural networks. 
In comparison with standard backpropagation al- 
gorithm it has smaller time complexity and better 
convergence. The testing of the proposed algorithm 
was carried out on a coding Information task. The 
results of experiments are discussed.

Key words: neural networks, back­
propagation, training, simulation.

1. Introduction

The basis of multilayer perceptron is back­
propagation algorithm. It is characterised by un- 
adaptive ratę and instability of training. The insta- 
bility of training depends on the initial initialisation 
of weights.

Many researches have devised improvements 
of and extensions to the basie backpropogation al­
gorithm [1,2]. In paper [3] the backpropogation 
algorithm with training adaptive ratę was offered. 
As a result the temporary complexity was reduced. 
However it has not solved the problem of stability 
of the training algorithm.

This paper describes a new approach for 
training of the feedforward neural networks. The 
results of experiments are discussed.

2. Theoretical bases of the method

Hyperbolic tangent is used is this multilayer 
neural network (fig. 1) as the activation function of 
neural elements

5 -S o _o

where s  characterises the weighed sum j-th of the 
neural element. It is defined as follows:

SJ = l x ia>,J-T j - (2)

where Ti - the threshold ;-th of the neural element, 
xt - the output of the neural element of the previous 
layer, w - the weight between neural elements i 
and j.

The root-mean-square error of the neural net­
work for one pattern is defined as
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(3)

where t ■ - the desired target value for neurone j.
The standard method of backpropagation con- 

sists in use of gradient descent algorithm in space 
of weights and thresholds of the neural network:

ш,/г + 1)=й>,Д0-а

Tj (t + \) = TJ( t ) - a

d E (4)
д(Оч (0

d E——-—— » (5)
dTj( 0

where a-  the peed of training.
With the use of the steepest descent method it 

is possible to receive expression for an adaptive 
step of training of the neural network:

I r W - y j ) (6)
a( t )  - 2,2o + I ^ ) I  y ja - y p

where 7,- - error j-th neural element. For the output
layer

У i ~ У i ~ {i' (7)

and for other layers it is defined as:

i

( 8)

For calculating of the training adaptive step 
01,(1) we shall use the steepest descent method. 
Then

( '
a,(0  -  min< E x , - a , ( 0

d E
d  x , ( 0

(13)

get

Let's define the weighed sum as

s j  =*>,№)-<*,y ^ + ^ k M b - T ) ' ° 4)к*!

After the transformation of this expression we

(15)Sj =Sj-a, YjCOjj-

Using Taylor series decomposition for func-
/ /

tion у = th(Sj) and transforming the received ex- 
pression, we have/

yj =yj-<XiYiO>ir (16)

From here the root-mean-square error of the 
network

I (17)

We find such a , , for which the root-mean- 
square error of the network is minimal

f E “ o ’ (18)da , ,

Here i -  the number of units of the following layer 
in relation to the layer j. According to it

a>v0  +1) = <ou( t ) -  a i O Y j y t  1 -  y ) )  • (9)

Tjit + D ^TjW  + a iO Y jU -y])’ (10)

As it was already marked, the expression (6) 
allows considerably increasing speed of training. 
However it does not solved the problem of stability 
of the algorithm. For the neutralisation of this lack 
it is offered alongside with the modification of 
weights and thresholds of neural elements also to 
carry out the modification of outputs of hidden 
layer’s neurones. So for hidden layer the outputs of 
the neural elements will change as foliows:

x,(t + \) = x ,(t)-a ,( t)  °  C •
d  x , ( 0

Let's find the derivative of the error function on x, 

d E  _ d J ^ d y j _ d S j  _  
dx, dyj dSj dx , (12)

Transforming last expression, we find the 
meaning of the training adaptive step the neurones 
of the hidden layer

CC; =
j ■ (19)

j  i

Let y . - t j = y . .  Then

Z  ъ®»/

J

(20)

where у ;. 7, - accordingly the error of j-th neu­
rone of the following layer and the error of i-th neu­
rone of the previous layer.

Thus it is supposed to carry out the training of 
the neural network on three parameters: weights, 
thresholds and outputs of neural elements. The out­
puts of the neural elements change with the purpose 
of minimisation of the neural network root-mean- 
square error as follows
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*,.(Г + 1) = Л:,(0~OCi(t)Y,. (21)

where у. - error г'-th of the neural element.
As the area of meanings of the activation 

function of neural elements is segment D = [-1;1], 
after the reception of desirable neurone's outputs of 
the hidden Iayer it is necessary to make normalisa- 
tion of the received meanings, which belong to the 
segment D. The normalisation will be carried out 
for each neurone by the following rule.

1) The pattern is determined, for which the 
value M of the desirable output for the given neu­
rone is the maximal on the module

M  = max|x*| = 1, L . (22)
к

where L -  the number of patterns.
2) If this value belongs to segment D, the pro­

cedurę is finished.
3) The desirable outputs for the given neurone 

for all patterns are recalculated according to the 
formula

7  =  — , k  =  \ , L  (23)

4) The weights from the given neurone to neu- 
rones of the following Iayer change according to the 
formula

tyj = co0 M, j = l,J> (24)

where i -  the number of considered neurones, J -  
the ąuantity of neurones in the following Iayer.

3. Algorithm

The algorithm consist of the following steps:
1. The random initial of weights is madę and the 

minimal root-mean-square error of the network
E m is set.

2. The modification of weights and thresholds 
according to expressions (9) and (10) only for 
the last Iayer is madę. Simultaneously with 
each pattern according to (21) the desirable
outputs X i  of neural elements from the hidden 
Iayer are defined.

3. Outputs of hidden layers of network are con­
sidered only: as the entrance information the
outputs X i  of neural elements are used, as tar- 
get - reference outputs
3.1. The modification of weights, thresholds 

and desirable outputs according expres- 
sions (9), (10) and (21) accordingly is 
madę for L entrance patterns.

3.2. Item 3.1 is repeated, while the total root- 
mean-square error of the examined frag­
ment of the neural network will not be- 
come less than E „ .m

4. The desirable outputs are normalized according 
to formulas (22)-(24).

5. The modification on L patterns of weights and 
thresholds of the following Iayer of the net­
work is madę. Thus the error i-th of the neural
element is equal to у  t =  x { — X i.

6. The procedurę is repeated from step 2, while 
the total root-mean-square error of the neural 
network will not become less than E „ .

4. Testing

The experimental check of the received results 
was carried out on the task of coding of the infor­
mation. Thus the neural network should on the ba- 
sis of cyclic coding carry out transformation infor- 
mational polynomial in a surplus codę.

Let word length of informational polynomial 
be n = 4, and superfluous polynomial m = 7. Then 
the architecture of the multilayer neural network 
contains 4 input and 7 output neurones. In the hid­
den Iayer we shall use 8 neural elements. Then we 
have the neural network consisting of 3 layers the 
with size of training set L = 16.

The experiments have shown that in compari- 
son with other algorithms 100 % stability is got. So 
with any initialisation of weights the neural net­
work was trained up to the minimal error. With the 
use of standard backpropagation only in 10 % of all 
attempts to train the network the acceptable result 
was reached.

5. Conclusion

The experimental check of algorithm is carried 
out on the basis of the developed method. It is char- 
acterised by independent training of each of layers 
of a neural network. The experiments have shown 
that the offered algorithm has greater stability in 
relation to standard backpropagation. In the offered 
method the potential opportunities for automatic 
generation of neural network architecture are incor- 
porated also. Nowadays in this direction the re- 
searches will be carried out.
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ABSTRACT
The paper presents the deduction o f main relation- 

ships o f back-propagation algorithm on the basis o f 
approximation o f the unknown dependence o f the effi- 
ciency factor on neural net parameters by the linear 
part o f Taylor series. Such an approach for deduction 
of known results is intended to relax the limits o f ap- 
plication o f the back-propagation algorithm and to 
eliminate some o f its shortcomings on the basis o f new 
methods o f approximation o f the before-mentioned 
dependence. As an example, this paper examines the 
possibility o f application of back-propagation algo­
rithm in the case o f non-differentiable activation 
functions.

1: Introduction

The back-propagation algorithm is of great impor- 
tance for the theory and practice of neural nets. It is 
the algorithm for leaming of multilayer neural nets. It 
is based on the iterative procedurę of fmding of mini- 
mal mean-square error in the parameters space using 
the method of ąuickest descent [1].

In generał, the problem of determination of new 
values of the adjustable parameters of neural net can 
be considered as the problem of the approximate ex- 
pression of the dependence of the efficiency factor of 
the neural net on before-mentioned parameters, and 
also as a problem of application of some characteris- 
tics of this dependence for parameters correction. We 
shall understand the approximate determination of the 
dependence as one of the forms of its approximations, 
for example, a finite part of series; let's understand the 
characteristics of this dependence as the coefflcients of 
series. From this point of view, the traditional back- 
propagation algorithm can be considered as the appli­
cation of coefficients of approximate description of the

before-mentioned dependence in the form of Taylor 
series linear part, because the coefficients of Taylor 
series are the parameter derivatives of the output coor- 
dinate.

We think that many shortcomings of the back- 
propagation algorithm are the results of application of 
activation function derivatives in the observation 
points. Some of these shortcomings can be eliminated 
by application of another approaches for the approxi- 
mation of the unknown dependence of the efficiency 
factor on net parameters. For example, the application 
of statistical linearization method allows to deduct the 
linear approximation of dependence between coordi­
nates, without taking into consideration the differenti- 
ability of activation functions [2]. In such conditions, 
it is naturally enough to return to the application of 
sign-functions as activation functions.

However, the attempt not to use the derivatives of 
neural net non-linear characteristics leads the loss of 
theoretical ground of back-propagation algorithm in 
the form of the method of quickest descent. For exam- 
ple, applying the method of statistical linearization for 
approximate description of the dependence of neural 
net output coordinates on any other coordinates, as 
original approach for neural nets analysis, we have not 
found any groung for development of this procedurę 
for net leaming [2]. From the heuristical point of view, 
the non-essential variations in the procedurę of deduc­
tion of main relationships for back-propagation algo­
rithm (in comparison with Taylor series approxima- 
tion) must not lead to the impossibility to apply the 
linear approximations in such a manner as in back- 
propagation algorithm.

There are no doubts that the application of ap- 
proximation-based considerations for deduction of 
main relationships for back-propagation algorithm 
(using Taylor series as a tool for their deduction) can 
give, as a result, only well-known relationships [1].
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However, it's interesting to obtain these relations in 
just such a way. Such result will allow to generalize 
and adjust the above-mentioned procedurę for specific 
conditions. This is the main goal of the paper pro- 
posed. The additional result is the obtaining of the 
simplified (from the engineering point of view) proce­
durę of deducting of main relationships for back- 
propagation algorithm; this procedurę, as we think, 
can be used for training specialists.

2: Matrix description of neural net

Every neuron, neural layer and neural net (NN) as 
a whole can be descripted by sets of States, input coor- 
dinates and output coordinates, which are represented 
by vectors S, U, and Y respectively. There function in 
a steady-state modę can be descripted by two equa- 
tions: transition eąuation S = A(U) and output equa- 
tion Y = F(S).

The formal neuron can be represented as a multi- 
input summator and non-linear converter, which are 
connected serially. Therefore, transition equation can 
be denoted as summator equation, and States can be 
denoted as summator outputs. Let's denote the above- 
introduced coordinates U, S, and Y as summator in- 
puts, summator outputs, and non-linear elements out­
puts, respectively. The summator equations are linear 
for the single neuron, as well as for the neural layer.

The summator equations can be represented in 
matrix form: S = В + A U , where 5 is a column of free 
terms. The elements of this column are the threshold 
values of formal neurons, only with the inverse sign. 
The matrix A, in tum, contains the synaptic weights. 
The threshold values and the synaptic weights are the 
parameters of NN. There is one particular feature of 
conversions implemented by NN: the non-linear con- 
version of each State is independent from the conver- 
sions of any other State. It means that the dimensions 
of vectors Y and S are equal, and also, each coordinate 
of Y is functionally dependent on the respective coor­
dinate of S. In another words, the vector equation Y = 
F(S) can be considered as a complex of one- 
dimensional fimctions y, = f ( s j .  For homogeneous 
NN, the activation functions for all neurons are the 
same, i .e ./  = f  For simplicity, we shall consider only 
homogeneous NN with serial connections.

Let's suppose that all neurons are numbered in such 
a way that when the output of /-th neuron is calculated, 
all inputs of this neuron are already calculated. Such a 
condition determines the separation of neurons into 
layers. The collating of neurons in the net allows to 
collate net coordinates, and the separation of neurons

into layers allows to represent the vectors in a form of 
blocks. Let's denote

Г  = (Т0, Y)\ Y = (Yh Y2,..„ Y J \
S° = (S0, S)\ S  = (Sh S2, .... S J \

where Y]t and S, are the vector of input coordinates and 
the vector of States for y-th layer, respectively. Some 
uncertainty in separation of coordinates and neurons 
into layers is introduced by sensor elements. Let's con­
sider them as neurons of zero layer. In NN, the inputs 
of any neuron are the outputs of some other neurons; 
therefore, the coordinates of vector U can be excluded 
from the set of equations representing the NN. Such an 
exclusion is especially simple after the separation of 
neurons into layers and collation of output coordinates 
into ranks. The vector of States for any layer of NN 
with serial connections can be determined through the 
vector of outputs of the preceding layer:

Sl = Bi + AiY,l ,( i  = l,2 ,...,m ). (1)

If, as a result of the linearization, the connection 
between coordinates y, and s, is expressed as

У i = q>+ k,s,, (2)

then the set of such equations can be represented in a 
matrix form for NN, as well as for any particular layer:

Y, = Q, + K,S,, (i = 1,2,..., m), (3)

where Q, is a column of free terms, K, is a diagonal 
matrix of linearization coefficients for activation func­
tions.

In accordance with our goal, we shall apply the ex- 
pansion into Taylor series for linearization. Assume 
that there is a signal Y0 = Y*0 on the input of NN. Let's 
denote by asterisk (*) the values of all NN coordinates 
determined by this input signal. From (1), we shall 
obtain:

5‘, = B, + A,Y’,_h S, - S', = A, (Y,.r  Y'ht). (4)

Let's represent deviation equations in the following 
form:

0$ = А , Х , ,  (5)

where

°S,=S, - S \ , °Yi.i = Yj.r  Y" . t
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Now we shall start the linearization of non-linear 
eąuation y, = f(s f  Assuming that the functions f  are 
differentiable everywhere in their domains, let's apply 
for them the expansion into Taylor series in the vicin- 
ity of s, = s \  . Then, instead of the generał expression 
(2), we can use morę specific and convenient expres- 
sion:

У, - У i = k*, (s, - s ')  or °y, = k*, °s,, (6)

where

У/ =yi -У i , Si = Si - s  i, к t^ fi '(s i),

i.e. k*i= fi '(s'j) is a derivative of z'-th activation func- 
tion in a "point" of the corresponding value of input 
coordinate. Therefore, the vector of output coordinates 
of z-th layer also can be expressed in matrix form:

°Yi = K',°S„ (7)

where K \ is a diagonal matrix of linearization coeffi- 
cients, i.e. the derivatives in the "point" under analysis.

From (5) and (7), we can obtain:

°Yi = К \ Ai °Y,.i (i = 1, 2 .....m). (8)

This relationship is an approximate expression of de- 
pendence of z-th layer output vector on the output 
vector of preceding layer or (the same) the dependence 
on the input vector of the z-th layer. However, this ap- 
proximate relationship allows to obtain the exact ex- 
pression for the derivation of one coordinate with re- 
spect to another. This possibility is guaranteed by the 
application of just Taylor series for function approxi- 
mation.

3: Determination of linearized relation- 
ships between net coordinates

It's not difficult to obtain the linearized expression 
of dependence of States or outputs vector of z-th layer 
on the States or outputs vector of (z'-2)-th layer, etc. For 
this investigation, the output vector of the last layer is 
of special interest. For obtaining the derivative in the 
particular point of NN output coordinates (or, the 
same, in the particular point of output coordinate of 
last m-th layer) °Ym with respect to the output coordi­
nate ofy-th layer (0 <j < m ) we need to apply the ex- 
pression (8) к times, where к = m-j:

°Ym = ГС-Пт-Ат-*-/. (9)

The parentheses in this expression are set for better 
readability only, because the operations of multiplica- 
tion may be performed in any order. However, such a 
form of expression facilitates the correction of error in 
the case of missing some intermediate term.

Applying the expression (5) with z = m-k

°S„-it ~ Am.k °Y„.jt.i

w e can obtain  the expression of linear dependence of 
NN output coord inate o n  the State ofy-th  layer:

°Y =1 m
-  (К тАщ)(К m_iAm.i)...(K m-ki lAm-k+l)K m.* X t.(10) 

From (5) and (7) we can obtain that

Ъ - А Х и Х , .  (11)

From here, we can deduct the following expressions:

°S„ = Am(K'm.,Am.,)... (K'm_k AmJ  °Ym.k.h (12)

°Sm = Am(K'm.IAm.1)...(K\-k+iAm.l<,)Ktm.k °Sm.k. (13)

Thus, we can obtain the derivative of any coordinate 
(output or State) for z-th layer with respect to any co­
ordinate of the preceding layer. The derivatives are 
required for determination of efficiency factor gradi­
ent; therefore, it's necessary to determine the expres- 
sions of output vector derivatives with respect to in- 
puts of summators of all Iayers. Thus, the most inter- 
esting result for this investigation is the expression 
( 10).

If the determination of output coordinates deriva- 
tives was the only goal of NN analysis, the expression 
(10) would be the finał result making the following 
discussions unnecessary. However, it seems unreason- 
able to calculate derivatives for every particular layer 
in order to determine the derivatives for all Iayers, be­
cause the same set of calculations must be repeated for 
each layer. In such conditions, it seems naturally 
enough to use the results of derivatives calculation for 
z-th layer for calculation of derivatives for (z-l)-th 
layer. Of course, such a method gives real benefit only 
when the number of Iayers and/or neurons is great 
enough. Possibly, under smali number of Iayers and 
neurons, it is morę reasonable to perform morę calcu­
lations using simple algorithm, than to reduce the
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number of arithmetic operations at the expense of 
complicating the algorithm. Even if we shall not take 
into consideration the difficulty of understanding the 
back-propagation algorithm in the recurrent form, just 
the possibility to eliminate the recurrence seems espe- 
cially important for the following generalizations.

Thus, in conditions when the number of neurons is 
not very great, the recurrent implementation of back- 
propagation algorithm is not of great importance. 
However, we shall consider this ąuestion, first of all, 
in order to prove that the proposed scheme of investi- 
gation leads (from a particular point of view), as a fi­
nał result, to the back-propagation algorithm.

4: The recurrent form of dependencies

Let's present the expression (10) for two specific 
cases (k = 0, k = m-I)

°Ym = K'm°Sm, (14)

°Ym = (К' 2A2) К'i %  . (15)

Let's present the NN output vector °Ym as a function of 
State vector °Sj in matrix fonn:

0Ym = A j % .  (16)

Thus, we can consider the matrix A} as the matrix of 
output vector derivatives with respect to the States of i- 
th layer. It's obvious that

Am=K'„. (17)

From (10) under k= 1, taking into consideration (16)

°Ym = ( О Х * /  X - >  = 4» AmK\-> Х - /  =
= Am.j X ;

Now we can deduce the generalized expression

An-k-l •* Дт-k Am-kK (20)

which can be considered as recurrent eąuation with 
initial conditions (17).

This recurrent expression coincides with the main 
relationship of back-propagation algorithm (up to the 
designations). The deduction of this expression seems 
natural if we use matrix terms. In accordance with this 
algorithm, the calculations are performed in two "di- 
rections". The forward-direction calculations include 
calculation of all NN coordinates in the order of layer 
number increment, starting from the values of input 
coordinates. After the determination of output coordi­
nates for the last layer, the reverse-direction calcula­
tions are performed, which include calculations of 
"generalized" errors for the last layer (i.e. the compo- 
nents of vector zlm, and vectors A, for all preceding 
layers, in the order of layer number decrement.

It must be noted that if we use the direct expres- 
sions of linear equations of connection between NN 
coordinates, then the division of calculations into two 
stages (forward-direction and reverse-direction) will 
be unnatural. Indeed, the forward-direction calculation 
of NN coordinates, from layer to layer, consist in se- 
ąuential calculation of coordinates (i.e. output and 
State) for each layer, starting from the first layer, i.e. in 
calculation of Y„, S,, Y,, S2, Y2, .... Sm, Ym.

After the calculation o f  the column Yh it's possible 
to determine analytical expressions o f  dependence o f  
output Y, on  all columns o f  States Sj under j  < i. It's 
o b v io u s that under j=l, i.e. on  the first step  o f  the se- 
ąuentia l processing o f  layers, we can obtain  only one  
dep en d en ce:

aY ,~ K ',°Sh (21)

we can obtain:

Am. , - A mAmK'm-j- (18)

In tum, under k=2, taking (15) and (18) into consid­
eration

0Ym -  (K mAfn) (K m-lAm.i)K m.2 US„,.2 
Am-i Afft./IC m.2 Sm.2 Am 2 Sm_2 

we can obtain

However, on he second step we can obtain two de­
pendencies:

%  = К \% ,
°Y2 = K*2A2 K*i°Si, (22)

and on the third step there are three dependencies:

°Y3 = K'3°S3,
°Y3 = K \A 3 K'2% , (23)
°Y3 = K '3A3 K'2A2 K*,°S,

Am.2 - Am.j Am.jK m.2. (19) and so on.
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To make obvious the recurrent naturę of the pro- 
posed algorithm, let's introduce the designation Atj for 
matrix of connections between vectors Y, and Sj . Us- 
ing this matrix, we can express the dependence of the 
first of the above-mentioned vectors ffom the second 
in the following form:

°Y, = A,j %  (]<i). (24)

Using this designation, let's present (21) in the fol­
lowing form:

°y, = A„ °Sh (25)

where An = K* (22) can be expressed as follows:

%  = K'2°S2 = A22% ,
°Y2 = K \A 2 K',°S, = K'2A2 A„ %  = A2I°S, , (26)

where A22 = К’2, A2,= K'2A2 Ац’, and (23) can be ex- 
pressed in the following form:

°Y3 = K'}%  = A33°S3.
°Y3 — К 3A3 К 2°S2 = К jA3 A22°S2 = A32°S2,
°Y3 = К p43 К 2A2 К ,°S, — К y i3 A21°Si = A3i°S], 

where
A33 = К 3, A32 = К p43 A22, A3] -  К 3A3 A2).

In generał, we can conclude that after processing of 
/-th layer (/ > 1) we have i matrices Av (1 < у < i) cal- 
culated. For next, (i'+l)th layer, we can calculate /+1 
matrices in accordance with the following rule:

Afi+i)j = К o+ijA(i+i) Ay, (1 i j  <i)
A (H I) ( i+ l)  ~  ^  о + »

After processing of the last (w-th) layer we have m 
matrices Amj (1 <,j<, m) calculated. They are used as 
the above-mentioned matrices At . Indeed, the meaning 
of these matrices is determined by connection equation 
(16); after its comparison with (24), we can see that 
Amj -  Aj .

Thus, we can conclude that there are at least three 
methods that can be applied for calculation of the line- 
arized dependence of NN output coordinate on the 
States of each layer ("in the vicinity of eąuilibrium 
position"). The first method consists of direct calcula­
tion of each of the dependencies in the matrix form. 
The second method includes two stages: 1) the calcu­
lation of "equilibrium position" for all coordinates of 
each layer (the forward-direction calculations) and 2)

the calculation of dependence of the last layer output 
coordinates (i.e. the output coordinates of NN) on the 
States of preceding layers (the reverse-direction calcu­
lation). In the third method, it is proposed to determine 
the relationship for output coordinate in parallel with 
the calculation of "equilibrium position", i.e. the val- 
ues of NN coordinates determined by the value of the 
input coordinates.

5: Determination of output coordinates 
derivatives with respect to parameters

In the back-propagation algorithm, it's necessary to 
calculate the derivatives of output coordinates with 
respect to parameters (not with respect to the States of 
layers). While the relation between these derivatives is 
rather simple, let's present some relationships between 
them. First, the matrix Aj between the centralized val- 
ues °Ym = Aj °Sj can be considered as the matrix of de- 
rivatives of non-linear dependence of Ym on Sj with S3 
= S‘j . Such an assertion is grounded on application of 
Taylor series for approximation of all non-linear func- 
tions used in this conversion. Each element of matrix 
Aj ~ (fypq) is the derivative of p-th component of NN 
output vector (w-th layer) with respect to q-\h compo­
nent of States vector ofy-th neuron layer sjq .

Sjpą — Ćtym j j d s lt q.

If given the matrix expression of dependence ofy- 
th States column Sj on output vector of the preceding 
layer Yj.i (see (1))

Sj -  Bj + Aj Yj.i

we take only the q-th linę

Sj. Я ~  b j,q  +  aj q , y j . j  q / ^ Oj q 2yj-j, q. 2 +  ••• .

where bJq = -в)ч , then it is obvious that

т У Y bj q — Y\;m jJ O Sj q —  Sj pq,

dym. j / d a j  q , k ~  d y m f / d S j  q X  d s j  у  d a j  *  =

— $ рч x yj-h я *• (27)

Thus, after determination of the derivatives of out­
put column with respect to the States of all NN layers, 
we can determine the derivatives of output coordinates 
with respect to all NN parameters. Of course, for co­
ordinate values we take their values in the experiment
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under consideration. In tum, on the basis of output 
coordinate derivative with respect to the parameters, 
we can determine the derivatives of the sąuare error 
with respect to the same parameters. In fact, this is the 
end of the deduction of main relationships of back- 
propagation algorithm.

Ifs not difficult to see that the relationships ob- 
tained coincide (up to the designations) with the well- 
known derivative expressions for back-propagation 
algorithm. The main difference is not in finał results 
but in the way by which these results are obtained. In 
classical presentation of the back-propagation algo­
rithm, the problem under consideration is the determi- 
nation of derivatives of composite function (i.e. mean- 
sąuare error) as such, without any connection with the 
problem of transfer function approximation by power 
polynomials. In such conditions, the application of 
chain rule and recurrent-type calculations for determi- 
nation of composite fimctions derivatives seems natu- 
ral and even necessary. However, the application of 
derivatives in any case implies the approximation of 
functions in the vicinity of some point. In the proposed 
approach, the starting point for finding better parame­
ters values (in coinparison with the values used in the 
experiments) is the approximation of the dependence 
of efficiency factor on parameters in the rangę of vari- 
ables values in the training set. We think that in such 
conditions the application of derivatives is not a matter 
of principle, but providing they are used, the proposed 
algorithm gives the same results as the classical ap­
proach for back-propagation algorithm. This was the 
main goal of the investigation proposed, and we think 
that this goal is achieved.

6: Determination of linearized 
relationships without application of de- 
rivatives

As a rule, the practical implementation of back- 
propagation algorithm includes some violations of the 
assumptions used for proving of algorithm conver- 
gency. These violations include not only the selection 
of the finał step, but also the correction of parameter 
values after the presentation of each pattem (the pulse 
method). At the same time, all considerations are valid 
only provided that the values of parameters remain the 
same during the presentation of all the pattems of the 
training set. Although the pulse method gives some 
benefits in many cases, it reąuires additional investi- 
gations. To simplify the following discussions with 
respect to the possibility of NN leaming without the

determination of derivatives, let's assume that the new 
values of parameters for back-propagation algorithm 
are implemented only after the end of processing of 
the training set.

In such conditions, the determination of "deriva- 
tives" of efficiency factor with respect to the NN pa­
rameters without the differentiation of activation func­
tions can be considered as the determination of coeffi- 
cients of linear regression of efficiency factor on the 
outputs of summators. These coefficient can be deter- 
mined, for example, using the method of least sąuares. 
These coefficients may be considered as the "general- 
izer errors" of back-propagation algorithm. However, 
the calculation of the derivatives of efficiency factor 
with respect to the parameters in accordance with (27) 
is strictly grounded on the basis of differential calcu- 
lus; at the same time, the application of (27) in the 
case under consideration reąuires strict grounds. As а 
heuristical recommendation, it may be proposed to 
apply the mean value of output coordinate instead of 
the value taken from the particular experiment.

To investigate the acceptability of the proposed 
recommendation for practical purposes, the numerical 
experiments, as a minimum, are necessary. As a test 
example for such experiments, we can use two NNs, 
the only difference between which is the activation 
function of formal neurons. For one of these NNs, the 
sign-function must be used as the activation function. 
For another NN, the sigmoid-function must be used 
with such a great value of the parameter that makes 
this function practically indistinguishable from the 
sign-function. It's obvious that, providing the before- 
mentioned heuristical recommendation is valid, the 
values of gradient of the efficiency factor for such 
NNs must be approximately the same. Such numerical 
experiment was carried out for one test example, and 
the results were satisfactory. Of course, the single ex- 
ample is not adeąuate ground to recommend the 
method for wide practical application; however, we 
think that the main goal of this investigation is 
achieved. This goal was to demonstrate the opportuni- 
ties of back-propagation algorithm, without respect to 
its particular implementation.
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A b str a c t

This paper presenls novel theoretical results 
obtained in the field of partial logie. New 
operations (including a very useful minimization 
operation), laws, and expansions are introduced. 
Traditional Boolean function representation forms 
for the completely specified functions are 
generalized for the incompletely specified and 
partial functions.

1. In tr o d u c t io n

Most of the existing logie level synthesis 
techniques are based on the traditional two-valued 
logie [1]. The logie allows generation of various 
representations for the same logie function that can 
be mapped to digital circuits with different 
parameters. The most significant representations 
are as follows:

• sum of products
• product of sums
• Reed-Muller expressions
• decision diagrams.

Two key types of decision diagrams are used 
[1,2,4]:

• binary decision diagrams (BDDs) derived 
from the Shannon expansion

• functional decision diagrams (FDDs) 
derived from the positive and negative 
Davio expansions.

The ROBDDs (reduced ordered BDDs) [2,4] 
being a Boolean function canonical representation 
form, are the most popular type of decision 
diagrams widely used for efficient modeling, 
synthesis, and verification of digital circuits.

High-level synthesis systems [5-6] need 
efficient logie optimization techniąues.

Incompletely specified functions are a very 
useful formalism for generating different 
alternatives during logie optimization process [3].

This paper presents novel theoretical results in 
the field of logie that uses three values: true, false, 
and don’t care. New operations and representation

forms (expressions) for the three-valued functions, 
laws and decomposition types in the logie are 
described in the paper.

2 . P a r t ia l a n d  in c o m p le te ly  sp e c if ie d  
v a r ia b le s  a n d  fu n c t io n s

The traditional total logie considers two 
values: true (1) and false (0). The partial logie 
considers three values: true (1), false (0), and 
don 't care (dc or -). The don 't care value can be 
replaced with true or false arbitrarily. A total
function f(xi....x j  is a mapping/ ET—>B where
B=f0,l}. A partial function g(y,....y j  is a
mapping g: A f —tM where M={0,1,-}. Ал
incompletely specified function h(xt....x,j is a
mapping h: B"-»M A variable which takes values 
from the set В will be called a total variable, and a 
variable which takes values from the set M will be 
called a partial variable.

A Value-Domain Representation (VDR) is the 
following encoding of a partial variable y, with a 
pair (vj\dj of total variables:

0.
1,
dc,

if vt=0 and dt=l, 
if vt=J and d ^l, 
if v,e{0,l} and d,=0.

The variable v, is called a value variable and the 
variable d, is called a domain variable.

Due to VDR a partial function z=g(y) of m 
three-valued arguments is represented by an 
incompletely specified function (v\d)=g’((v/\di), 
...,(vn\dj) of 2m two-valued arguments with on-set 
gon=(v&d)°", off-sel ffs =(~v&d)°", and don ‘t-care- 
set g Jc=(~d) ".
Monadic and dyadic partial operations are 
transformed to operations on pairs of total 
functions (Table 1). The operations are used for 
construction of partial logie expressions and mixed 
total-partial logie expressions. Pairs of the 
expressions representing the same partial function 
constitute partial logie laws. The laws which 
transform a partial expression to a pair of total 
expressions, connect the partial logie to the 
traditional total logie. They include:
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~ ( v , \d i )  = ( ~ v , \ d j .

(vt\di)&(v2\d2> = (vi&V2\di&d2-/~vI&drh-V2&d2), 
(vj\di)~^(^2\dd ~ (v i+v2'di&d2-h>i&dj-H>2&d2), 

( v i \ d l) —* (v 2 'd 2)  -  ( v i - + V 2 \d i& d 2 - t~ v l & d i+ V 2 & d 2), 

( v i \ d l) @ ( v 2\d 2)  =  ( v ,e b /3\d l & d i) .

The lefl parts of equalities contain partial 
operations including negation (~), conjunction 
(&), disjunction (+), implication (-»), exclusive 
OR (®), and their right parts contain total 
operations with the same notations.

V=~X|&X2 d=X|®x2 min(v d)̂ X|

xł i t

A
s  \ ► < i  * 0 1

0 0 1 1 0

Figurę 1: Minimization operation on BDDs, an 
example

4 . P a r t ia l lo g ie  la w s

Table 1
Partial logie operations

N Operatio 
n name

Values
Notation0 1 - 0 1 - 0 1 -  

000 1 1 1 -----
1 Negation 10- ~(vi|di)
2 Conjunct. 00001 -0  — (v,|d,)& (v2|dj)
3 Disjunct. 0 1 -  1 1 1 -  1 - (vi|d,)+ (v2ld2)
4 Implicat. 1 0 - 1 1 1 1 - - (vi|di)-»(v2|d2)
5 Excl. OR 01 -  10------- (v,|d,)®(v2|d2)

3 . M in im iz a t io n  o p e r a t io n

In the pair (v\d) function d is fixed. The 
function v can be replaced with another total 
function v, such that

Ш  "  №
or

v,&d = v&d.

In other words, VDRs (vi;d) and (v\d) represent 
the same incompletely specified function. If V is 
the set of functions v, then for each v,eF the 
inequality

(v&d)a,£ v ,an £  (v+~d)m
holds.

A minimization operation min(v\d) is a 
mapping min: FxF —> F where F is the set of total 
functions f: FT-*B In fact, the operation selects 
one function from the set V. Various defmitions 
for min(v\d) are possible. They depend on which 
representation forms for v and d are used. In work 
[7] a definition of the operation on BDDs and in 
particular on ROBDDs is given. The operation 
allows decrease in the number of nodes and edges 
in the BDD v as shown in Fig. 1.

The following laws in the partial logie 
generalize known laws in the traditional logie:

(v \d )  =~~(v| d),

(vi\dt)&(v2\d2) = (v2\d2)&(v,\di), 
(v,\d№((vi\di)&(vj W ) = 

((vi\di)&(v2\d2))&(vs\d^, 
(v,\di)+(v2\d2) = (V2\d2)+(v,\d,),
( y i W+f f aW+f aW)  =

( f v ,  d 1) + ( v 2\ d j ) + ( v 3\d i ), 
(vi\di)&((V2id1)+(v^d1})=‘

( ( v ! \d IJ & ( v 2\d 2) ) + ( ( v l \d l) & ( v 3\d 3) ) ,
( v l \d l) + ( ( v 2,d 2) & ( v 3\d 3) ) =

( ( v , \ d i ) + ( v 2\d 2) ) & ( ( v i \ d l) + ( v } \d ^ ) ,  

~ ( ( v i \d l) & ( v 2\d 2) )  = ~ f v , \d i )  +  ~(v2\d2), 

4 ,( v , \ d l) + ( v 2\d 2) )  =  ~ fv t \d t ) & ~ ( v 2\d i),
( v , \ d , ) & ( ( v l \ d , ) + ( v 2 \d 2) )  = v , \ d h 
( v i \ d , ) + ( ( v , \ d , ) & ( v 2 \d 2) )  = v , \d j ,  
(vi\di)->(v2\d2) = ~<vi\dd+(v2\d2), 
( v \d )& (v \d )  = v| d,
( v \d ) + ( v \d )  = v| d,

( v \d )& ~ { v \d )  = 0 \d ,

(V|d)-i—(v \d )  -  l \d ,
( v \ d ) & ( l \ l )  = v \d ,
( v \ d ) + ( 0 \ l )  = v| d,
( v \d ) & ( 0 \! )  - 0 \ 1 ,
( v \ d ) + ( l \ l )  =  1\1,
( 0 \ I ) - > ( v \d )  =  0 \1 ,
( v \d ) - > ( v \d )  = i \d ,
( v \ d ) - > ( l \ l )  =  l \ l ,

( v i \ d i ) - > ( v 2\d 2)  = ф 2Ю - >  ~fv/|d j .  

New laws of the partial logie are as follows:

(v i\d)&(v2\d) = vi&v2\d,
(v,\d)+(v2\d) = vj+v2\d,
(v\di)&(v\d2) = V]dI&dJA'—v&(dj+di), 
(v\dl)+(v\d2) = v\dl&d2+v&(di+d2), 
v|v = 71 v,
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~v|v = 0\v, 
v&d\d -  v|d, 
v+d\d = l\d, 
v&~d\d = 0\d, 
v+~d\d = vj d, 
v| v&d = l\v&d, 
v| ~v&d = 0\~v&d, 
v|v&d -  (v\d)+(v\0), 
v|~v&d -  (v\d)&(v\0), 
v|v+<f = (v\l)+(0\d), 
v|~r+af = (v\l)&(l\d), 
~v|v+<f = (~v\l)+(l\d), 
-v|~v+cf = (~v\l)&(0\d), 
fx t =f(xi=l)\x„
/I'*» =f(Xi=0) \xh 
v| v(£d = ~d\v(Bd, 
v|v^f = d\vad,
~v| vsd = ~d\vmd, 
f(v)\v(Bd = f(~d)\v(£d, 
f(v)\vsd =f(d)\vsd, 
min(~v\d) = ~rnin(v\d), 
v&d<min(v\d)<v+~d.

f(x) = min(f(x)\~a(x)) Фа(х) &(min((x)J\a(xJ) 
Ф min(f(x)\~a(x)))

is a generalization for the positive Davio 
expansion. A generalization for the negative Davio 
expansion is derived from the positive one by 
means of replacement of the function a(x) with its 
negation ~a(x).

6. F u n c tio n  r e p r e se n ta tio n  fo r m s

The table form is the basie one for the 
representation of the partial and incompletely 
specified Boolean functions.

The partial Sum of Products is represented 
by the following expression

m ą  m ą
/ = f  + &(yj |!)) + (<& +(0\yj ))=

f(a)=l j=l f(a) -0 j=l

m aj m aj
( + & yj \1) + (0\ & + yj )),
flahl j=l f(a)~0 j=l

5. P a r t ia l lo g ie  e x p a n s io n s

The work [1] proofs that only the Shannon and 
Davio expansions are useful for representation and 
manipulation of functions in the total logie. The 
Shannon expansion of function f(x) in the logie is 
as follows:

f(x) = x, + ~x, &f „,0

where x, is a total variable, fxi./ is a cofactor of 
function f(x) on Xj-1 and fxi.0 is a cofactor of the 
function on jc,=0.

The following generalization for the Shannon 
expansion holds in the partial logie:

where a=(at....a j  and
aJ 'У)- 

yj = У> 
if Oj eB, and

aJ
yj =

ifaj=0,
ifdj-l.

~vj&dj, 
yj&dj, 
~dj,

if aj=0, 
if Oj-1, 

if aj= -
if ajeM, where vy, dj are two-valued variables 
encoding the three valued variable yj.

The partial Product of Sums is represented 
by the following expression

m -aj m ~aj
f = (  & +(yj \ 1) )&(& +(1 ]yj ))=

f(a)-0 j=l f(a)- j=l
f(x) = cdx) & min(f(x)|a(x))+~ a(x)& m ~a m -a

mm(f(x)\~a(x)) ( &  Д  \1)&(1\  & Фу,)).
f(a)=0 j=l f(a)=- j ’=l

In the expansion variable x, is replaced with an 
arbitrary total function a(x) and the cofactors are
replaced with the operations minimizing f(x) on 7, I f -d e c is io n  d ia g r a m s  
a(x) and ~a(x) respectively. When a(x)=l then

1 & min(f(x)\ 1) Ф0& min(f(x)\ 0) =f(x).

When a(x)=0 we obtain the same result.
The partial logie expansion

The if-decision diagrams (IFDs) and 
functional if-decision diagrams (FIFDs) [7] are 
constructed though using the generalized Shannon 
and Davio expansions. Basic fragments of IFDs 
and FIFDs are shown in Fig.2.
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c rrin(ijc) trin(f|~-c) c min(ff~c) гш(^с)Ф
rrin(ff~c)

a) b)

Figurę 2: Construction of a) IFD and b) FIFD

The IFD is a generalization for the BDD and 
the FIFD is a generalization for the FDD. The IFD 
is represented by a rooted directed noncyclic graph 
the terminal nodes of which are labeled 0, 1, x„ 
and ~Xj and the nonterminal nodes are not labeled 
and have exactly three successors. The diagram 
graph is reduced if it does not include identical 
subgraphs. The IFDs and FIFDs extend the set of 
representation alternatives and allow a compressed 
representation and efficient manipulation of 
Boolean functions.

In order to manipulate the IFDs, we define the 
minimization operation on this type of decision 
diagrams. Four cases in Fig.3 define the 
minimization result for different source IFDs v and 
d. As the figurę shows, the operation may remove 
nodes and edges from the diagram v in cases b) 
and c).

i i - trî Jd)

g i g

a)

V d min(v|d)
4' I

A \ A \ * 1
a  g h a  0 q min(h>q)

b)

V d min(v|d)
I

/ f \
a  g h

A \
a r 0

* 1
min(gir)

c)

v d tiir(v|d)

A A vA
a  g h a  r q a  nir(̂ r) mr{h|q)

d)
Figurę 3: Minimization operation on IFDs
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Abstract
The notę deals in a preliminary way with the 

problem o f a generalization o f a likeness relation. 
Preliminary results are considered. Defmition of 
generalized likeness relation is proposed. Some 
preliminary conclusions are madę.

Keywords: clustering, fuzzy relation, projection.

1. Introduction

A fuzzy approach to clustering is very effectual, 
because majority relationships between real objects 
are fuzzy and initial structure of the set of objects is 
fuzzy also.

One of the fundamental problems in fuzzy cluster 
analysis is a relationship between the initial structure 
of the set of objects and its representation in 
clustering techniąues. As a result of the consideration 
of this problem is a likeness relation, which was 
proposed by Ruspini (1982). The main purpose of this 
theoretical notę is generalization of the likeness 
relation for feeble similarity relations cases.

In part 2 of this paper fuzzy similarity relations 
and some their properties are considered. In part 3 of 
the paper the likeness relation is described and its 
generalization are madę. In part 4 some concluding 
remarks and the outlook for the investigations are 
discussed.

2. Fuzzy similarity relations

The likeness relation was proposed by Ruspini on 
a basie of fuzzy similarity relation. Let's consider a 
few kinds of fuzzy similarity relations.

In generał, Kaufmann (1975) defmed a fuzzy 
similarity relation S  as a binary fuzzy intransitive 
relation on X , which possesses the symmetric property

H s  ( x > У)  =  Ms  (L> *)> y s  X , ( 1)

and the reflexivity property
p s ( x , x )  = i y x e  X ,  (2)

where jus is a membership function of the fuzzy
relation and X  is an initial set of elements. We will 
cali this kind of fuzzy similarity relations the usual 
similarity relation and indicate S 2.

Viattchenin (1997) proposed a feeble similarity 
relation which we will indicate 5 ,, and a powerful 
similarity relation which we will indicate S 3. A 
feeble similarity relation was defmed as a binary fuzzy 
intransitive relation on X,  which possesses the 
symmetric property (1) and the feeble reflexivity 
property:

Ms (x . У) ś  Ms (*» *). Vx, y e X .  (3)
The feeble similarity relation which possesses the 

strict ineąuality condition in (3):

М Х’У) < М Х’Х) У Х’У£ X  (4)
is the strict feeble similarity relation. We will indicate 
this kind of fuzzy similarity relations S 0.

The feeble similarity relation is a subnormal 
relation, that is Рго/(5 '1) < 1 ,  where P r o j ( S f  is 
the global projection of feeble similarity relation, if 
strictly restriction condition is met, that was 
demonstrated by Viattchenin (1998). A condition

p Si( x , x ) < \ y x e X  (5)
is strictly restriction condition for a feeble similarity 
relation.

A powerful similarity relation was defmed as a 
binary fuzzy intransitive relation on X , which 
possesses the symmetric property (1) and a powerful 
reflexivity property. A fuzzy relation possesses the 
powerful reflexivity property, ifthe condition

/л3 (х , у ) < \ У х , у е  X , x *  у  (6)
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is met together with condition (2).
From defmitions of fuzzy similarity relations a 

next condition follows: if S0,S l,S 2,S3 are fuzzy
similarity relations on X , where X  is an initial set o f 
elements, then for one and the same pairs 
(х , у )  G X  X X  a next relationship

S0 £  5, ę  S3 ę  S 2 (7)
is met. This condition is obvious and follows from 
conditions (2), (3), (4), (6) and a definition of an 
inclusion relationship.

From this condition follows, that the usual 
similarity relation is most generał relation for all fuzzy 
similarity relations on initial setX.

3. The likeness relation and its 
generalization

Let's consider the likeness relation now. Ruspini 
defined the likeness relation as follow.

Let S be some fuzzy similarity relation on X. If 
an ineąality
\Ms(x,y)- Ms(x,z^ <1 -M s(y,z),  (8)
is met for all x,y,ZG X , then S  is a likeness
relation on X. We will indicate this relation by L 
symbol.

One in the right component of the ineąuality (8) 
is a significance of maximum of membership function 
of a fuzzy similarity relation, because we can not limit 
a connection between different elements of X.

We are considering preliminary results as very 
important properties of fuzzy similarity relations. In 
particular, properties of projections of fuzzy similarity 
relations are a basie for generalization of the likeness 
relation, because clustering relation may be a 
subnormal relation. In a case of S0 or iS', a
significance of maximum of membership function of a 
fuzzy similarity relation is the global projection of 
feeble similarity relation.

We can generalize the likeness relation from this 
point of view. This generalization is met for S0 and

iS, only, if strictly restriction condition (5) is met.

Let S is S0 or iSj be some fuzzy similarity 
relation on X. If an ineąality 

\ M x>y)-Ms(x ’z )\ *  P r o j (S ) -  jus (y , z),  (9)

is met for all x , y , Z G  X  , then S  is generalized 
likeness relation on X. We will indicate this relation 
by Lg symbol.

If strictly restriction condition (5) isn't met for S 
and 5  is a normal fuzzy similarity relation, then 
Proj(S ) =  1. In this case we will consider the 
likeness relation (8).
Proposition 1. If Lg and L are determined for one 
and the same X,  y ,  Z G X  then a next condition

L s ę L  (10)
is met.
Proof. The proof is obvious and follows from (8), (9) 
and a definition of an inclusion relationship.

Q .E .D .

A next property of Lg is very important for 
fuzzy clustering.
Proposition 2. If L g is a generalized likeness relation 

on X  then its addition Dg = 1 — Lg is limited 

pseudometrics on X.
Proof. The proof follows from a proposition 1 and 
analogous property of the likeness relation L.

Q .E .D .

4. Summary

We can make some conclusions. Results of 
investigations are show that feeble similarity relations 
and strict feeble similarity relations are very 
interesting and perspective for futurę investigations, 
because these relations are soft tools for data 
representation in fuzzy clustering. We can generalize 
the likeness relation on a basie of these types of fuzzy 
similarity relations. However, these results originate 
some problems, which be reąuired consider for further 
elaboration of the new methods of fuzzy clustering.

In the first place, a next problem arises. We can 
normalize fuzzy similarity relation, but this operation 
can yiolate the naturę of initial data structure 
sometimes. That’s why a problem of normalization of 
subnormal similarity relation reąuires special 
investigation also.

Secondly, the results are show that we must 
consider is a relationship between generalized likeness 
relation and its formal representation in fuzzy logie. 
This problem is reąuire of special investigation, 
because the problem is very important from theoretical 
point of view.
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A b str a c t:  The German town Friedrichshafen has an old tradition in building airships. In the moment a follower 
of the legendary Zeppelin will be build using new technologies. For the control concept this is a challenge 
because difficult flight manoeuvres are to consider like vertical take off and landing as well as comfortable 
cruise at different speeds and especially the transition phase between these both manoeuvres. Because of the 
non exactly known complexity and non-linearity of the airship dynamics good preconditions are given for a 
fuz2y control concept. The dependency of the dynamics on the strongly variable environmental conditions as 
for example the airships speed relatively to the surrounding air and the use of different steering components 
like pivot drives for take-off and landing and the elevation for high speeds reąuires a high adaptivity of the 
controller. In this рарег the results of a study concerning the usage of a fuzzy concept for control of the pitch 
axis for all these flight manoeuvres are presented and will be verified by means of realistic simulations.

1. Introduction

Building airships has an old tradition 
in the German town Friedrichshafen, 
where in these times a follower of the 
legendary Zeppelin will be con- 
structed: the Zeppelin NT [1]. An 
artificial picture is depicted in Figurę 
1 and some technical details of the 
airship are listed in Table 1. Typical 
areas for the use of such an airship at 
present are [2]:

• technical applications like 
environmental monitoring and 
inspection,

• tourism,
• scientific areas like

atmospheric physics and
chemistry,

• and last but not least commercial employment so as advertising or TV platform for sport 
events.

The new airship shall not only be an exact сору of the old Zeppelin, but new technologies shall 
be incorporated where ever it is possible. To assist the development of a control concept for 
this airship built with current technology a lot of experience ffom aeroplane control aspects can 
be considered. In both cases there are some similar tasks for flight control, such as attitude 
stabilisation of the yaw-, pitch- and roli- axes, underlying speed control for stability 
augmentation and complete auto-pilot-functions. No doubt, for the airship the speed rangę is 
smaller than for aeroplanes but there are other difficult and completely different flight manoeu-

Figure 1: Picture of the Zeppelin NT
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vres to consider, which complicate a control concept and prevent the simple copying of aero- 
plane flight control concepts, like:

• vertical take off and landing,
• comfortable cruising at different flight speeds,
• the transition phase between both these flight conditions, and
• finally, the docking manoeuvre at the end of the landing phase with variable strength and 

wind directions

Table 1: Some preliminary technical dates of the Zeppelin NT

Length 63 m
Diameter 13 m
Weight including maximum payload 5380 kg
Payload 1300 kg
Maximum speed 140 km/h
Maximum flight height 2500 m
Maximum flight time 36 hours

While for cruising at different flight speeds the design of the pitch axis controller with classical 
methods [3] as well as using a fuzzy concept [4] has been successfully performed, the emphasis 
of this paper is to extend the design of a fuzzy control concept for the pitch axis to the morę 
complicate manoeuvres ”vertical take off and landing” and especially ”the transition phase into 
the horizontal flight”.

2. Fuzzy Control Concept

The challenge for a flight control concept o f an airship lies in its typical characteristics:
• Related to the size normally it flies with a relatively slow velocity. Therefore the sur- 

rounding, partial distributed air conditions have a dominant influence to the flight 
behaviour which is very badly to model.

• The wings for aerodynamically steering possibilities are relatively smali.
• The input variables for influencing the flight behaviour of the airship has continuously to 

be changed between propeller thrust for vertical take off or landing and the elevator 
deflection during relatively fast cruise.

• The support structure of the airship is light resulting in high flexibility.
• For balancing the airship the centre of gravity can be well-aimed displaced 

complicating on the other side the flight control.

But on the other side ffom these features the following topics result which destine the airship 
control problem for fuzzy logie:

• the airship is a highly non-linear system,
• a lot of extemal disturbances which are heavy to model influence the airship,
• even the detailed mathematical / physical model is limited with respect to accuracy
• and finally a control concept has to adapt the variations of different parameters.
• On the other side airship pilots have a detailed flight experience which they can formu- 

late verbally.

While for the control concept during cruising at different speeds due to the aerodynamically 
dominance the airship is mainly steered by the elevator deflection, the dominant steering 
devices during vertical take off and landing are three pivot drives oriented perpendicular, one
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located at each side of the hull and the third is located at the stem. After tuming by 90° they can 
also be used to increase the cruise speed and improve manoeuvrability. The most challenging 
control actions are necessary for the transition phase when the pivot drives have to be tumed.

The control concept for cruising has the following characteristics: It considers the error signal e 
(desired pitch-angle minus measured pitch-angle) as well as the angle speed 0  and adapts the 
fuzzy rules to the true air speed v of the surrounding air. It is supported by the signal 
"integration of the error". Because for the flight manoeuvre "cruise" the aerodynamically influ- 
ences dominate the flight behaviour, only the elevator deflection T] is used as steering input. Ali 
these variables excluding the true airspeed v are devided into 7 fuzzy sets. The rule base 
consists of some 50 rules.

Figurę 2: Structure of the Fuzzy-Controller Figurę 3: Pitch angle 0  at a climb and reac- 
celeration manoeuvre

The main problem for control is to include the varying speed of the surrounding air relative to 
the airships speed. In the proposed concept, the adaptivity is provided by varying the width of 
the fuzzy sets of the controller output "elevator deflection" depending on the true airspeed v. 
According to Figurę 2 a steering factor f  is evaluated, where the relationship between f  and v is 
derived by the fact that for a static consideration the overall amplification o f the closed loop 
has to be constant for all airspeeds. Because of the higher effectivity o f the elevator deflection 
during higher speeds the relationship has to be inverse proportional. The width o f the output 
fuzzy set is multiplied by this factor f. The ąuality of the control is proved by simulation of a 
reacceleration manoeuvre. For that first the airship is cruising with a pitch angle o f -30° for 
landing. Then the Zeppelin is to be controlled on a pitch angle of 20° simulating reacceleration. 
The robustness of the controller concept is to be seen in Figurę 3, where the pitch angle during 
this manoeuvre is depicted.

Now, in this paper this cruising controller structure is extended to the vertical take off/landing 
manoeuvre and the transition phase to cruising. For performing this manoeuvre for the pitch 
angle control two correcting variables are disposal: In the take-off or landing phase a 
horizontal speed through the air is missing, so the aerodynamic forces at the flaps have no 
effect. Therefore the pitch angle is adjusted through the vertical force of the stem drive, tumed 
around 90 degrees. This drive is to be controlled independent o f the thrust o f the drives on side 
of the hull. As sbon as the airship gathers speed the effect of the elevator flap begins and influ­
ence of the vertical force of the stem drive becomes less importance. The controller has to
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react appropriately and has to switch between the two correcting variables continuously. For 
this task a fuzzy controlłer based on a hyper-inference concept as shown in Figurę 4 is 
designed.

Figurę 4: Controlłer structure for take-off/landing and cruise and the transition phase
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Abstract

Building autonomous mobile robots has been a 
primary aim o f robotics and artificial intelligence. 
Artificial neural networks are capable o f performing 
the different aspecis o f autonomous drmng, such as 
collision-free motions, avoiding obstacles, mapping 
and planning o f path. This paper describes the global 
architecture o f the neural system for autonomous 
control o f a mobile robot. Such neural system has the 
ability for self-training and self-organizing. The pur- 
pose of this paper is to present the key ideas and ap- 
proaches underlying our research in this area.

1: Introduction

Development of artificial intelligent systems, 
which are capable to carry out functions of biological 
beings, is an old dream of humanity. The ability of 
biological systems to training, self-organizing and 
adaptation has large advantage as compared with arti­
ficial systems. The advantage of Computer systems is 
the high speed of the spreading of signals and the pos- 
sibility to use large volume of knowledge stored by 
humanity in various areas. The development of the 
artificial neural systems, which connect the advantages 
of computers with the advantages of biological beings, 
creates the conditions for evolution of artificial sys-
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tems to a new qualitative stage. Mostly researches in 
the area of artificial intelligence are based on the the- 
ory of neural networks and are directed at the decision 
of concrete problems. There is a gradual accumulation 
of knowledge for creation of universal neural systems. 
One of the areas, where the creation of “an artificial 
brain” has large practical and theoretical importance, 
is the robotics. Mobile robots with capabilities to 
autonomously reach a target location despite of obsta- 
cles are designed for a broad rangę of applications:
• Transport robots for materiał transfers in indus- 

trial production [1,2]
• Vehicles for planetary surface investigation in the 

framework of space exploration [3]
• Rovers carrying an eąuipment for inspection and 

repair in dangerous environments [4].

This paper is focused on description of an intelli- 
gent neural system for the control of a mobile robot. 
Such system is developed according to the INTAS 
project (Intelligent Neural System for autonomous 
control of a mobile robot). Compared to other project 
activities, the proposed neural system has the ability 
for self-training and self-organizing and behaves itself 
as a person during orientation in environment.

2: The Control System architecture

The global architecture of the neural system is 
represented on Figurę 1. It consists of different neural 
modules, which are combined in an intelligent system. 
The neural system solves the following tasks:
• Performs data fusion
• Reactive control of the mobile robot while mov- 

ing in the unknown environment
• The formation of the global route map in the pro- 

cess of the motion in the unknown environment
• The choice of the optimal route and generating

Figurę 1. The Control System architecture

The neural system must provide the following 
demands:
• Robust control in case of inexact information 

from sensors
• Training with the supervisor
• Self-training and self-organizing
• Capability for real time action

One can see on Figurę 1 the information from dif­
ferent sensors is combined by data fusion module. As 
a result we have the local environment map. The local 
environment map is used for reactive control and for 
unpredicted obstacle avoidance, if the working envi- 
ronment is known. Reactive control takes place if the 
working environment is unknown. In this case, the 
planning stage has no sense. The inputs to the neural 
system are the finał goal position and the sensor data.

In the process of the robot motion the neural sys­
tem memorizes the path. For this purpose is used the 
arrangement of the indicators from start point to target. 
Each indicator contains direction, which defines how 
the robot should reach next indicator, a distance be- 
tween neighbor indicators etc. As a result of robot 
motion in the unknown environment mapping is per- 
formed. Mapping is the process of constructing a 
model of the environment during motion in the space. 
As a result of mapping the formation of the global 
route map and of path database takes place. The path 
database Stores all possible paths and relevant envi- 
ronment data.

Now let’s examine the case if the robot motion is 
performed in the known environment. In this case the 
path planning module identifies the optimal route for a 
specific motion action in the actual environment and 
generates the direction of the motion in the key points 
(indicators) of the path. For this purpose the path plan­
ning module uses a path database to form an optimal 
solution allowing to reach the target with minimal 
cost. The neural system performs the reactive control 
between the key points of the possible route.

Such neural system has ability for self-training 
and self-organizing. In this case self-training and self- 
organizing is realized both on the reactive level and on 
the level of path planning.

3: The hardware platform and sensor 
fusion

Most of the software has been developed using a 
mobile robot “WALTER” [5]. The robot, shown on 
Figurę 2, is the LABMATE® mobile robot with a 
video camera, infrared scanner and ultrasonic trans- 
ducers. Its maximal velocity is 1000 mm/s. Different
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sensors have different perceptual characteristics. As a 
result of data fusion is tumed out the local environ- 
ment map in the angular interval of 180° and in the 
review radius of 2.4 meter. The SN288827 Polaroid 
ultrasonic sensors report distances between 300 mm 
and 10 m (ffeąuency 45 kHz). As infrared scanner is 
used the RS2-180 (Leuze electronic). The mobile ro­
bot has been designed for indoor environments. An 
RS-232 radiomodem interface is used to communicate 
between the SUN Sparc station and the robot micro- 
computer.

Figurę 2.

The analytical approach and neural network are 
used for data fusion fforn the ultrasonic sensors and 
infrared scanner. The analytical approach is as fol- 
lows: the ultrasonic sensors identify ąuite exactly the 
linear distance and the infrared scanner identifies quite 
exactly the angular distance to an obstacle. The envi- 
ronment map is formed as a result of the simple Proc­
essing of such an information. The neural network can 
be used for the sensor error decrease. It consists of 3 
layers and is trained on the base of experimentally 
prepared data. For training is used the backpropagation 
algorithm with an adaptive step [6]. The outputs of this 
błock is the local environment map which is consid- 
ered to be input information for the reactive module.

4: The reactiye level

The reactive module consists of various types of 
neural networks. It provides the robust control of the

mobile robot. The reactive module solves the follow- 
ing tasks:
• The selection of optimal interval of motion in 

environment with obstacles.
• The definition of an optimal direction in the cho- 

sen interval of motion

The optimal interval of motion is considered to be 
the nearest to the target. This interval is characterized 
to linear (Rl,Rr) and angular (WL, Wp) distances. The 
optimal direction is such direction of motion, which 
ensures minimal angular distance up to the target in 
the chosen interval of motion. For this purpose the 
neural networks are used. If one trains a neural net­
work by correct output data in case of inexact input 
information, it will provide the robust control of the 
robot. The neural system can itself collect the training 
data and leam during the interaction of a robot with 
the environment. As a result the self-organizing of a 
mobile robot is provided.

5: The formation of the global motion 
map

It is performed during motion in the unknown en- 
vironment. The process of map formation is based on 
memorizing key points of the territory. As key points 
are used the indicators determining the way of archiv- 
ing other key points of territory by a robot along the 
selected path. During examination of unfamiliar terri­
tory the transport network (Figurę 3) is formed in 
memory of the planning system. And then the robot 
uses this information for achieving the target in differ­
ent parts of territory.

S -  start point; F- finał point.
Figurę 3.

In generał the algorithm of territory map formation 
and planning consists of following steps:
1. If there are two possible motion direction (for 

example, forward and back), the mobile robot is 
controlled only by reactive navigation system (ro­
bot moves along the corridor in the labyrinth).
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2. If there are morę then two possible motion direc- 
tions and there is no any indicator in the current 
robot position, the planning system creates a new 
indicator and describes the link to previous indi­
cator as a traversed distance, motion direction to 
achieve the previous indicator etc. The similar 
link is created for previous indicator to archive the 
indicator in current place of the robot ffom this 
previous indicator in the futurę. The navigation 
system chooses a direction according to the at- 
traction force directed on the target.

3. If there is an indicator on "intersection of roads" 
in current robot position and there is at least one 
unknown motion direction, the navigation system 
tries to examine this direction because there is a 
possibility to achieve the target using shorter 
route, but the robot does not. known about it yet.

4. If there is an indicator on "intersection of roads" 
in current robot position and all possible direc- 
tions are known, the neural networks of best path 
planning forms an optimal route to the indicator, 
which is nearest to the target.

5. The indicator is also placed at dead-end situation 
in a labyrinth.

6. If between two known indicators there is no a fiee 
path, the links between them are removed, i.e. ter- 
ritory map is continuously modified.

7. All items are repeated on each step of motion.

6: The generation of the optimal route

It is performed by a neural network solving the 
shortest path problem (Figurę 4). Conceptually it con- 
sists of и layers, where и is a number of the indicators 
memorized by planning system. Неге the l sl layer is 
selecting: it selects a best route ffom n-1 routes- 
candidates. All remaining layers form the routes- 
candidates consisting of 2,3,4 . . .n  indicators separately 
ffom each other. The experiments with proposed neu­
ral network have shown, that usage of all и layers for a 
solution of the shortest path problem is an extreme 
case, because with increase of total number of the in­
dicators, the number of the involved indicators in the 
path is essentially decreased. Therefore we used the 
following equation for determination of number of 
layers of the neural network:

E  = min {[2 x V « j +  1,л} (1)

where n is a total number of indicators placed on the 
territory map.

During we obtained the equal results in compari- 
son with widely reputed Dijkstra's algorithm. However

our neural network solved the problem slower because 
it modelled analogue system. Therefore it is difficult to 
compare the performance with various pure numerical 
algorithms.

7:

Figurę 4. The architecture of the neural net­
work for the problem of 5 cities.

Conclusions

An intelligent neural system for the contro 1 of a 
mobile robot has been presented. The ranging system 
was used for obstacle detection. The neural system 
consists of different neural networks, which are com- 
bined in an intelligent system. This paper describes the 
global architecture of such a system. The proposed 
neural system has the ability for self-training and self- 
organizing. The software will be tested thoroughly 
using various mobile robots.
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Abstract
This paper describes the neural system for reactive 

control o f the mobile robot. The neural system consists o f 
different types o f neural networks, which are combined in 
the intelligent system. The efficient techniąues for the 
training o f neural networks are considered. The main 
problem of the neural network is the robust control o f the 
robot in case o f inexact information from sensors. 
Experimental results are given in the paper.

1. Introduction

One of the most important problems in the design and 
development of intelligent mobile robots is the robust 
control, which is the ability of a vehicle to execute 
collision-ffee motions in case of inexact information ffom 
sensors. Such an approach permits to use inexpensive 
sensors and to adapt to different environments.

This paper describes the intellectual neural system for 
reactive control of the mobile robot. The inputs of such a 
system are the finał goal position and the sensor system 
data. The ultrasonics and infrared scanner is used as 
sensors. The information ffom various sensors is 
combined by data fusion. As a result the local 
environment map is obtained. The intelligent neural 
system will process such a map and generate the direction 
and the velocity of motion. The neural system solves the 
following tasks:

Sensor data fusion
Building of the local environment map
Obstacle detection and definition of the free interwal of 

motion
Definition of the optimal direction in the chosen 

interval of motion
The approaches described in this paper can be used for 

various mobile robots.

2. Architecture of a neural system

The common architecture of a neural system for 
autonomous control of the robot is shown in fig.l. The 
system consists of various types of neural networks. In 
the figurę only the main links and blocks of the system 
are shown. Sensors location is shown in fig.2.

Fig. 1. Neural system for autonomous 
control of the mobile robot
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Figurę 2. Ultrasonic sensors configuration

The błock of data fusion is intended for integrating of 
different sensors and for the creation of the local 
environment map. This map is formed in the view radius 
of 2.4 meter and angular rangę of 180 grades:

OG = (S(i), -90<=i<=90},
where S(i) is the distance up to the obstacle if the angle 

between the current direction of the robot and the obstacle 
is equal i grades. The local environment map is 
considered to be the input information for the błock of the

Figurę 3.The linear and angular 
characteristics of the interval

determination of the optimal interval of motion.
Besides this błock generates the compressed 

environment map S(p), p -  1,36 , which is used for the 
control of the binary błock.

The błock of determination of the interval of motion is 
intended for the selection of the optimal interval of 
motion in the environment with obstacles. This interval is 
considered to be the nearest to the target. The output 
information of this błock corresponds to linear (RL, Rr ) 
and angular (WL, WR) distances of the selected interval of 
driving (fig. 3).

In case when the ffee interval of driving is not chosen 
there is a turning of the robot on 90°, if it is possible and 
there is the search of the ffee intervał.

Structurally the błock 2 consists of 3 layers of neural 
elements which carry out different functions. This neural 
network is the dynamie neural network with fixed 
weights.

The analytical błock is meant for the definition of the 
optimal direction az in the selected interval of driving. 
The optimal direction is characterized by such a direction 
of driving, which ensures minimal angular distance up to

the target. The analytical błock Controls the motion of the 
robot on large intervals of driving, if Rd>2d, where Rd is 
the width of the chosen interval and d is the width of the 
robot. The architecture of this błock consists of different 
neural layers and processor elements which carry out 
different functions. The input information of the 
analytical błock is the angle between the current direction 
and the target, and also angular (WL,WR) and linear 
characteristics (Rl,Rr ) of the chosen interval of motion.

The structure and the algorithm of functioning of these 
blocks was considered in [1-6].

The multilayer perceptron is intended for the 
orientation of the robot on narrow intervals of driving, 
where R*, < 2d. It forms the robust direction of motion a,. 
The inexact environment map is of great importance for 
the orientation of the robot on the narrow intervals of 
motion. If one trains a multilayer perceptron to target 
output data in case of inexact input information it will 
provide the robust control of the robot. The input data of 
this błock is the linear (RL,RR) and angular (WL,WR) 
distances to the obstacles.

The arbiter depending on the situation forms the 
current direction of the robot:

J a „ i f  Rd > 2d 

\ar,otherwise
The binary błock is intended for the control in the 

situation, when side distance up to the obstacle A < Am 
is too smali for the realization of sharp tums. This błock 
transforms the input information to the binary array. The 
direction, which is formed by the binary błock is not 
higher than 1°. It ensures the avoidance of the contact of 
the robot with the side obstacles. The commutator 
depending on the situation forms the finał direction of 
driving of the robot:

j a a, i / Y  = 0 

| у r, otherwise
where Y=l, if A < Am .
Thus depending on the situation the robot can be 

controlled by the following units:
• Analytical błock
• Multilayer perceptron
• Binary błock together with the analytical błock
• Binary błock together with the multilayer 

perceptron
Such an approach provides stable driving of the robot 

in various situations. The neural system uses the system 
of close and long view. The velocity and the step of 
driving of the robot are normalized depending on the 
distance up to the obstacle. The break of the robot is 
performed, if distance up to the target is less than the 
defined value e.
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3. Multilayer perceptron

The multilayer perceptron is intended for the 
orientation of the robot on narrow intervals of driving. It 
provides stable control of the robot in case of inexact 
information fforn the environment map. This błock forms 
the robust direction of driving ar. The architecture of the 
given błock consists of two multilayer networks MLP1 
and MLP2 (Fig.4)

Figurę 4. The architecture of the multilayer 
perceptron

The robust direction of the robot movement is 
formed by the arbiter:

k ,  i f  ( R L v R K) ś g i R ,
a r = i (3)

[a2, i f  {R, л RR) > g lRl ,

where 0 < g! < 1 -  is the constant coefficient; R, -  is 
the critical threshold of visibility of the accepted system 
of the view.

According to the expression (3) a r = a! if the robot 

moves in the space between the obstacles and a r = ot2 if 

the robot moves in the tunnel.

Błock MLP1 forms the arc of the circumference 

as the trajectory what secures the exclusiveness of the 
collision of the robot with the lefit or right side of the

obstacle during the maneuvers. As a result the stable 
movement of the robot while passing the door ways is 

realized. Błock MLP2 uses the straight linę as the 

trajectory, what provides the stable movement of the 

robot in tunnels.

Let's examine the structure of these blocks..
Błock MLP1 is the 3 layer neural network (fig. 5)

It consist of 3 input, 8 hidden and 1 output units. 
Linear (RL and Rr ) and angular (5) characteristics of the 
selected interval of motion are used as the input 
information. Неге S=WL+WR.

Before entering the input of the neural network
the data are scaled to the interval [0, 1 ] according to the 
following rules:

R = V 1 / 6 0 0 ’ (4)

R = ^ R/  л « /6 0 0 (5)

S  = № . i /o 
0  V I 00 v (6)

The output meaning of the neural network

characterizes the direction of the robot a  1. It is formed by 

means of transformation of the output meaning S1 of the

neural network:

ai=int(2Si-l)100. (7)
As a result the output meanings of the neural

network may alter in the interval [- 100°, 100°]. As the 

function of activation the sigmoid function is used.

Fig. 6. Structure of the błock MLP2

Błock MLP2 is also 3 layer neural network (Fig.6). It 
consists of four input, six hidden and one output units.

Linear (Rl , Rr ) and angular (WL, WR) distance of the 
chosen interval of motion are used as the input data. 
Before entering the input of the neural network the data 
are scaled as follows:

N1=Rl/600, (8)
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N2=Rr/600, ( 9 )

N3=(\Vl/100+1)/2, (10)

N4=(Wr/100+1)/2. (] 1)

The information on the output of the neural network 
characterizes a direction of driving of the robot a 2, which 
is defined as follows:

a 2=int(2S2-l)100, (12)
where S2 - the output value of the neural network.

4. The generation of the training set

It is necessary to generate training set for learning of 
neural networks MLP1 and MLP2. Each learning sample 
is presented in numeric form and consist of several input 
and one output meanings. Multilayer perceptron is used 
for the robot orientation on the narrow intervals of 
motion, the width of which is less than two meters. The 
radius of the robot view is 2.4 meters. Therefore it is 
necessary to generate training set in the following area V:

1 < R d <  2  м

F e - R l <  2 A m  

R r <  2 A m .

A K B

Let's examine the formation of the training set for 
the błock MLP1 .The błock MLP1 forms the arc of the 
circumference as the trajectory of movement. It passes 
through the center of the robot and through the certain 
point К in the selected mterval of motion (Fig.7) If the 
coordinates of the point К and the coordinates of the 
interval of the movement (XA, YA, XB, YB) are known it 
is possible to define the trajectory of the movement of the 
robot and the direction of the movement in each 
point(Fig.7).As a result a lot of learning samples for one 
position of the robot are formed.

If one performs the rotation of the selected interval 
of motion [A B] and the rotation of the point К around the

center of the robot (Fig.8) it is possible to get different 
learning samples.

If the position of the robot relatively the interval of 
motion is changed in the area V and if the operations 
mentioned above are carried out it is possible to get 
training set, which consist of different patterns.

The formation of the training set for the błock MLP2 
is madę in the same way. In this case it is necessary in a 
proper way to select the position of point К as a direction 
of the robot movement (Fig.9).
If the position of the robot is changed in the area V and if 

it is rotated with the selected step around the point O 

(Fig.8) a training set is formed.

In case of the inexact information the real position of 
the obstacle can differ ffom the environment map that 
sees the robot. Such situation is shown in fig 10, where 
the solid lines represent the position of the obstacle, 
which the robot sees and dashed - real position of an 
obstacle.

А К В

Figurę 9. The direction of motion O K

For the support of robust control of the robot in case of 
the inexact environment map it is necessary in appropriate 
way to select a position of point К in the selected interval 
of driving (fig. 10). If the neural network is trained to
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target output data, this can provide stable control of the 
robot in case of the inexact environment map.

The concept of training of the multilayer perceptron 
generally consists of the following steps:

• Operator Controls the robot, simulating passing o f  
various intervals o f  driving.

• For each interval of driving the point K, describing 
the real position of the robot in this interval and 
the characteristics of the interval (WL, WR, RL, Rr ) 
is defined.

Fig. 10. Possible distortion of a visible 
interval of driving

• By means of rotation of input and output data in 
rangę of 180° leaming patterns are formed.

• Training the neural networks MLP1 and MLP2 by 
means of back propagation algorithm is 
performed.

The given approach is characterized by the minimum 
set of the experimental data. It is enough to define only 
position of a point К and the characteristics of the interval 
of driving. The Computer simulation of the multilayer 
perceptron was carried out. The size of learning set for 
the błock MLP is 120 patterns. After training the robot 
successfully passed ffom various positions through 
narrow intervals.

5. Binary błock

The disadvantage of the previous blocks is that they do 
not take into account the distance ffom the side of the 
robot up to the obstacle. As a result of performing of the 
maneuvers by the robot can be the collision with 
obstacles.

To maneuver without collisions it is necessary, that 
side distance up to the obstacle was morę than radius of 
the circle, circumscribed around of the robot:

5 > |л / 2 ,  (13)

where d - the width of the robot.
If the condition (13) is not fulfilled, the control of the 

robot makes the binary błock. In this case angle of tum of 
the robot in any direction is a constant and is equal to one 
grade.

The binary błock is shown in fig. 11.

The błock F is intended for conversion of the angular 
direction of driving a a in binary array. It is necessary for 
the control of the binary neural network. The błock F 
performs the following functions:

j l ,  i f  cta >  0

10, otherwiseк ’
Jl, i f  a a < 0

[0, otherwise

(14)

(15)

The błock of creation of a binary environment map is 
intended for generating of the environment map of the 
given configuration (fig. 12) and formation of the signal 
Y of activation of the binary neural network.

Such a map is necessary for the control of the robot in 
situations, when the obstacle is too close (on distance less 
A)to the side of the robot (fig. 12).

The triangular form is selected on the basis of

E

F ig . 12. C o n f ig u r a t io n  o f  th e  e n v ir o n m e n t m ap

providing of smooth maneuvers with the presence of 
obstacles in front of the robot. As the input information 
the błock of creation of a binary environment map uses 
the compressed environment map consisting of 36 units. 
The technology of conversion is, that if the obstacle is in 
zonę ABCDE, the appropriate units S' (p) are installed in 
single values, otherwise in zero values (fig. 13)

As a result the binary array characterizes the presence 
of obstacles in the given area. This błock consists of one 
layer of threshold neurons (fig. 14), each of which 
corresponds to the defined sector of the environment map.
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Fig. 13. Example of the binary erwironment map 
creation.

The binary network works by the principle of 
overcoming of the obstacle. The possible variants of its 
operation are represented in fig. 18

In the second variant the tum takes place until the 
obstacle is not overcome.

The neurons performs the following functions:
1, i f  S ( p )  < T( p )

S ' ( p ) -  -
0, otherwise

(16)

Неге T (p) - the threshold of the given neuron. For 
creation of the binary array in the given area it is 
necessary in appropriate way to form threshold values of 
neurons.

SC-18) SC-17) S(-l) S(l)

S'C-18) S’C-17) S’C-1) S’(l)

SC 17) SC18)

S’C17) S’C18)

Fig.14. Creation of the binary environment map

Fig. 16. Control commands of the robot

Fig. 17. Driving of the robot in case of the 
control from the binary błock: E - target

The binary neural network is intended for the control 
of the robot, when the turns on the large values can 
evolve into collision with the obstacle. In this case Y=1 
(fig. 11). Such a network represents the three-layer feed 
forward neural network (fig. 15).
The sigmoid function is used as the function of activation 
of units. The commands of the robot are formed by such a 
neural network(Fug.ló).

Thus the tums are performed on Г, that eliminates
Yi

Fig. 15. Binary neural network

collision of the robot with the sides obstacles. For the 
control of the binary network also the signals Yi and Y2 
are used. So, if Yj=1, that corresponds to a„>0, the binary 
network will form the command of turn to the right on the 
value of 1°. Such an interaction of blocks 3,4 and 5 
provides the driving of the robot in the nearest direction 
to the target. This is especially actual at the existence of 
the altemate paths of driving in narrow intervals (fig. 17).

Fig. 18 Possible variants of the binary 
network functioning

Fig. 19. Robot movement to the target 
with inexact information from sensor 
devices

For training of the binary network it is necessary to 
generate training sets. The generation of learning 
sampling is characterized by the simplicity and is 
performed by the logical way. The training sets for some 
situations are shown in table 1.

For training of the binary network the back 
propagation algorithm was used. The size of training set 
is 40 pattems. The regime of modeling can be used
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ТаЫе 1

b p u t p t t t t m
Outprut

p e « m

0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0

0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1

controller was developed for the robot "Walter" 
(Germany). However the appręaches described in this 
paper can be used for the variouś mobile robots.
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Abstract

Unsupervised training is o f great importance for 
adaptation to the emironment. This adaptation is 
performed by means o f continuos training as a result 
of interaction between robot and emironment. In this 
case the teacher is the emironment. This paper 
presents the way for the implementation o f 
unsupervised learning and self-organizing. Such 
approach is offered to be use for a mobile robot.

1. Introduction

One of the most important goals in the design and 
development of intelligent mobile robots is the ability 
of a vehicle to adapt to the environment. Life is fuli of 
situations, which are impossible to predict. In these 
cases the ability of a robot to self-training and self- 
organizing is of great importance. It permits the 
artificial system to progress without a person (self- 
progress). It is especially important, whether the robot 
operates in the aggressive environment or on other 
planet.

This paper describes a self-organizing system for 
reactive control of a mobile robot. Such a system must 
collect a training data into groups itself and leam 
during the interaction of a robot with the environment. 
The main principles of self-organizing system are 
discussed.

2. The generał architecture and approach

The generał approach to building of the self- 
training systems consists in the fact, that the initial 
knowledge of the robot can be filled up and corrected 
in the process of functioning. It is supposed that the 
fundamental knowledge of the robot are contained in 
blocks 1-3 and 6, which are determined by logical 
way, as it was shown in the previous paper. Then the 
task is to train multilayer perceptron (błock 4) for 
providing the robust control on the narrow intervals of 
motion in the process of robot functioning. The 
scheme of interaction of the robot with environment in 
the process of self-training is presented on Figurę 1. In 
this case the control is performed from analytical błock 
and binary neural network.

The process of self-training takes place by means 
of a tries and mistakes on the narrow intervals of 
motion. If the manoeuvre is carried out successfully 
the training data for the learning of the multilayer 
perceptron are formed. If the try is not a success there 
is a return of the robot to the initial point for several 
steps back and the repetition of the manoeuvre (Figurę 
2).

The błock of the situation analysis is meant for 
the reconstruction of the situation on the previous step 
of the robot (t-1) and the formation of the correcting 

direction of the movement y(ki):
y(k,)=Y(k)±5,
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Figurę 1. The scheme of the neural system in 
a self-training modę

where y(k) is the direction of the motion, formed 
by the analytical błock in the given point during the 
previous try of the manoeuvre; 5 is the angel of the 
correction of the motion direction.

The data from the tactile sensors are used as the 
input information of the błock of situation analysis 
(Figurę 3). By this the input signal of the sensor i 
eąuals one (Pj=l), if there has been the contact of the 
corresponding sensor with the obstacle.

K,

Figurę 2. An example of an incorrect 
trajectory of the robot (point К): K, -  

corrected direction of driving

In the opposite case P i = 0 .  The correction of the 
direction of the robot motion is performed by means of 
logicał analysis of the information of the tactile 
sensors and the previous direction of the movement:

(P, =  l v P 6 =  1 ) - » J

(P2 = l v P 3 = l ) - > - ć

( (Л  = 1) v  (-̂ 5 = 1)) Л (>» = 1) —► - 8

((Л  =  1) v  (P5 =  1)) л  (_y =  0) ->  J

In the expressions given above the signal у is 
formed as follows:

У =
11, если  у  (к )  >  0 

0, иначе

Figurę 3. Tactile sensors disposition

Thus the błock of the situation analysis forms the 
positive or negative meaning of the angle of the

70



correction of the motion direction if there has been a 
collision with the obstacle. It means that the point К in 
the selected interval of movement has not been 
correctly chosen and it is necessary to define the 
coordinates of the point К.! according to the new

direction y(ki).
As the binary błock operates under the control of 

the analytical błock as a result there is also the 
correction of output data of the binary neural network. 
In some situations it is necessary to correct the output 
meanings of the binary neural network by means of 
changing of the variant of its functioning. It is carried 
out by means of the analysis of the information of the 
tactile sensors and previous output meanings of the 
binary błock. For example, if

(p, =1)л *(/-!) = 0110-* а д  = 0100
1

(p 2 = i) л  K ( t  - 1) = lo io  ->  а д  = iooo i

where K(t-l) and K(t) -  are accordingly the 
output meanings of the binary błock of the previous 
and the present stage of functioning. The błock of 
analysis of situations keeps the coordinates of the 
previous point of movement S(t-1), so as to reconstruct 
the situation of the previous step. The robot retums in 
the previous point in case of the collision with the 
obstacle.

The storage błock of interval characteristics 
contains the coordinates of the present point К and the 
position of the interval of movement. In case, if the 
manoeuvre has been a success they enter the generator 
of the training set.

The manoeuvre is considered to be a success, if 
the robot reaches the point К in the selected interval of 
movement without collision with obstacles. The 
generator by means of rotation defines for blocks 
MLPi and MLP2 a training pattems, a ąuantity of 
which eąuals approximately to 30, on the basis on 
coordinates of point К and the characteristics of 
interval of movement. As a result of modeling of 
different situations the training set is formed. As the 
experiments for the stable work of the neural networks 
have shown necessary volume of the training set 
eąuals 120-140. In the process of functioning of the 
robot it is necessary also the correction of the training

set for the binary błock. 40 training data are enough 
for its stable work.

The usage of the binary błock for the robot 
control in the regime of self-training gives an 
opportunity to decrease the number of mistakes while 
performing the manoeuvres and conseąuently to 
accelerate the process of self-training. By this self- 
training can take place both for obtaining new 
knowledge and for correction of the old knowledge. 
As a result the adaptation of the robot to the 
environment is provided.

3. Experimental results

For testing of the self-organizing neural system 
the software has been developed which allows to 
simulate the robot motion.

Figurę 4. Various kinds of distortions and 
adjusting direction of the robot; the black color 
shows real obstacles, and dark-gray - obstacles 
seen by the robot; a point К is a direction chosen 
by the robot in the beginning (erroneous), K' -  
corrected target point of the robot.
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The tests were carried out for various situations. 
By this for the learning and simulation was used 
inexact data from sensors:

• the linear distances up to an obstacles are 
differed from real values;

• the angular distances up to an obstacles are 
differed from real values;

• the sensor errors depend on environment. 
Therefore the errors of the sensors were 
changed depending on situation.

The various situation, which were used for 
simulation are represented on Figurę 4. For training 
multilayer perceptron (błock 4) is used the 
backpropagation algorithm with adaptive step [1]. 
Such approach permits to reduce a time of training. 
The experiments have shown, that it takes only several 
seconds for generating of training set and learning of 
the multilayer perceptron.

After training the robot motion was a stable for 
different situations. The self-training permits the robot 
to reach of a target in case, if the sensor errors are 
changed during motion. Thus such approach provides 
the self-organizing of the robot during movement. As a 
result the robot can adapt to different environment.

4. Conclusion

This paper presents our approaches to 
autonomous mobile robot navigation. By this during 
robot motion is performed self-training and self- 
organization, using the neural networks. The neural 
networks have been trained in a unsupervised way. 
During the interaction of the robot with the 
environment are collected the training data, which are 
used for training. Such approach permits to adapt the 
robot to different situations. By this described self- 
training system works in real time.
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Abstract

Autonomous mobile robots typically reąuire a 
preconceived and very detailed navigational model 
(map) o f their intended operating emironment. It re- 
ąuires the presence o f a priori information. The cre- 
ating world model o f emironment is a difficult prob­
lem reąuiring a detailed description o f all possible 
rouies of the robot motion. Therefore, it is better to 
describe a behaviour strategy that robot can create the 
world model o f emironment itself during exploration 
of an unknown territory to achieve efficiently the tar- 
get from any start position in the futurę. This strategy 
assumes fuli self-organization and self-adaptation to 
the emironment. This paper describes an architecture 
of such system closely connected with neural network 
solving the shortest path problem. Such interconnec- 
tion allows determining the global strategy o f the ro­
bot behmiour parallel with local strategy formed by 
reacti\e nmigational system.

1: Introduction

Building navigation Systems for mobile robots 
divided on several fundamental problems: perception 
and processing of sensor information, reactive control 
by vehicles and global planning of the behavior strat­
egy-

Building system of the processing of the sensor 
information assumes the error correction of raw infor­
mation acting from cheap transducers and combining 
them in the local environment map. Using the neural

network techniąue allows solving quite effective such 
problem [1,2].

Together with it, the various neural network 
models take place at the reactive control by the vehi- 
cles. Often the systems of sensor information proc­
essing are combined together with reactive control 
architectures in a single whole [3-5]. Such approach is 
quite efficiently due to generalization ability of the 
neural networks.

On other hand, the global strategy of the behavior 
is oriented on traditional approaches using graph algo- 
rithms and on the building Voronoi diagram [6]. Such 
approaches assume creating detailed world model of 
the robot safe motion. As algorithm solving shortest 
path problem the Dijkstra's algorithm and dynamie 
programming method are used [7,8].

The purpose of this article is to present the key 
ideas and algorithms underlying research of self- 
organizing autonomous system to effective control by 
mobile robots. Existing experience allows defining 
concepts basing on hybrid technique. In this paper the 
original approach of building world model of the op- 
eration environment is also presented.

2: Principles of the map construction

The planning system consists of two basie subsys- 
tems: subsystem of the world model construction and 
the planning subsystem. The world model is based on 
indicators placed during exploration of the unfamiliar 
territory. The navigation system creates indicator as a 
landmark of the constructed map. As usually, each 
indicator contains the following information:
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• Indicator co-ordinates;
• Serial number of the indicator;
• A set of intervals describing the motion directions 

formed by the reactive navigation system. Thus, 
each interval can contain itself parameters, motion 
direction and the distance to the next indicator 
(Figurę 1). Hence, the robot moves from indicator 
to indicator until achievement of the target (Figurę 
2).

Indicator Position and Possible 
Motion Directions

lnterval 1

p i Q 3 —► ф14

Pt -  current robot position 
P2 -  an indicator

(P12 -  motion direction to the indicator P2. 
Figurę 2.

In generał the algorithm of territory map forma- 
tion and planning consists of the following steps:
1. If there are two possible motion direction (for 

example, forward and back), the mobile robot is 
controlled only by the reactive navigation system 
(robot moves along a corridor in the labyrinth).

2. If there are morę then two possible motion direc­
tions and there is no any indicator in the current 
robot position, the planning system creates a new 
indicator and describes the link to previous indi­
cator as a traversed distance, motion direction to 
achieve the previous indicator etc. The similar 
link is created for the previous indicator to 
achieve the indicator in current place of the robot 
fforn this previous indicator in the futurę. The

navigation system chooses a direction according 
to the attraction force directed on the target.

3. If there is an indicator on "intersection of roads1' 
in current robot position and there is at least one 
unknown motion direction, the navigation system 
tries to examine this direction because there is 
possibility to achieve the target using shorter 
route, but the robot does not known about it yet.

4. If there is an indicator on "intersection of roads" 
in current robot position and all possible direc­
tions are known, the neural networks, solving the 
shortest path problem, forms an optimal route to 
the indicator, which is nearest to the target.

5. The indicator is also placed at the presence of the 
dead-end situation in the labyrinth.

6. If between two known indicators there is no a free 
path, the links between them are removed, i.e. ter­
ritory map is continuously modified.

7. All items are repeated on each step of motion.

There is also a problem of interval defmition 
round the indicator (Figurę 3) because the robot does 
not move exactly from indicator to indicator and it is 
oriented on an attraction region of the indicator. Thus, 
the robot can perceive the operation environment State 
being different from described world model for the 
given indicator. Hence, the navigation system must 
"foresee" such situation to avoid continuous modifica- 
tions of the world model.

The defenition problem of 
intervals in an attraction 

region of an indicator

(2,6 metres In dlameter)
Figurę 3. The problem of the interval definition 
round the indicator.

3: Dead-end situation processing

The main disadvantage of reactive navigation 
systems is inability to foresee the dead-end situations. 
Accordingly, the global route planning system must 
solve this problem. If the robot has already completed 
world model, the optimal path planning algorithm al- 
lows avoiding dead-ends. On other hand, the uncom- 
pleted world model does not ensure the successful
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achievement of the target. Hence it is necessary to
have algorithm allowing solving such problem.
In this case we can define the following actions:
1. In normal work modę, the navigation system 

forms actions directed on the achievement of the 
target or of the next indicator in the shortest path.

2. While the reactive system detected dead-end 
situation, the planning system should form actions 
to achieve the previous indicator.

3. While the robot comes back ffom dead-end, it can 
detect new "intersection of roads" (Figurę 4) and 
therefore it will place a new indicator. In this case 
there can be several possible motion direction and 
the robot, choosing one of them, may not achieve 
the previous indicator. Hence the robot must come 
back to the new indicator and choose other of pos­
sible directions.

4. Corning back from dead-end the navigation sys­
tem can form new routes if environment State is 
modified continuously.

a) Ciosed

r̂evious
ndlcatar
9i

door 11
Dead-end | i■TП

Previous 
indicator 

Opened mm 
door w

a) Before detection of the dead-end situation
b) After detection of the dead-end situation and 

after placing of a new indicator
у - direction to come out ffom dead-end 

situation
Figurę 4.

4: The shortest path formation

The neural network solving effectively the short­
est path problem has been developed (Figurę 5). Con- 
ceptually it consists of n layers, where и is a number of 
the indicators memorized by planning system. Неге

the l st layer is selecting: it selects a best route of n-1 
routes-candidates. Ali remaining layers form the 
routes-candidates consisting of 2,3,4...n indicators 
separately from each other. The experiments with pro- 
posed neural network have shown that use of all n lay­
ers for a solution of the shortest path problem is an 
extreme case, because with increase of total number of 
the indicators, the number of the involved indicators in 
the path is essentially decreased. Therefore we used 
the following eąuation for determination of number of 
layers of the neural network:

E  = min|2  x V«j+ 1,«} (1)
where и is a total number of the indicators (key 
points).

Figurę 5. The architecture of the neural network 
solving the shortest path problem of 5 cities.

One of layers of the network generating a path- 
candidate is shown in a Figurę 6.

Figurę 6. The structure of the layer forming the 
path-candidate: a connecting schema of neurons 
by braking (Tij) and exiting connections (Wy).
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It is the relaxation network and forms a best route 
of the robot motion (according to the Figurę 6 it forms 
a route of 4 indicators), where two of them are fixed in 
the first and the last row of the layer. Неге the row 
number of the layer determines a position of some 
indicator in the route, and the column number deter­
mines a number of the active indicator. At that only 
one neuron must be active in each row and in each 
column.

The system shown in a Figurę 7 (simplified 
schema) for memorizing the indicator location on ter- 
ritory was used. It has a Kohonen's network, which is a 
single-level memory of the storage system of the key 
points of the territory, and forms also a finał motion 
direction. Неге {XC,YC}- coordinates of current place 
of the robot, R and ę  are polar coordinates of {Xc, Fe). 
WtJ defmes a motion direction ętJ (Figurę 2) to achieve 
the next indicator ffom current robot position accord­
ing to the obtained best route.

The ra g u llln g  d irec tion  
of tha ro b o l m d io n

Figurę 7.

The given subsystem is also controlled by the de- 
eryption scheme of the shortest route of motion (Fig- 
ures 8 and 9), which determines the order of indicators 
following in the route. Неге Yo<r0V>, c„ d e f m e s  an 
indicator chosen by the neural network solving the 
shortest path problem, P/...Pn define an indicator in 
current place of robot {Xc,Yc}, S/...SW define a next 
indicator in the shortest route, and R,,=l.

In generał the behavior of the planning system 
has two-level naturę: the memory scheme forms an 
internal form of the operation environment examined 
by the robot, and the neural network solving shortest 
path problem forms the global strategy of the robot 
motion for achievement of the target in real time.

(N-th layer) (N-th layer)

Figurę 8. The deeryption błock of results of the 
neural network: the connection scheme to the neu­
ral network and to the interface scheme.

P i  P h
Figurę 9. The deeryption błock of results of the 
neural network: the scheme of deeryption of re­
sults.

5: Experimental results

The software combining both the reactive system 
and self-organizing planning system to test the behav- 
ior model was used. As an example the labyrinth im­
age shown in Figures 10-12 was taken. On the first 
stage the world model formed by the navigation sys­
tem is elear. At first the robot tries to achieve the finał 
point ffom start position anyhow (Figurę 10). It does 
not have any a priori information about environment 
and knows about obstacle arrangement within the lim- 
its of sensor device detection (about three meters). 
During examination of the unfamiliar environment the 
navigation system places indicators on "intersection of 
roads". Aftcr first travel the only one possible path 
detected to achieve the target and it does not cover all 
possibilities to search an optimal route. During motion 
in the next time (Figurę 11) the robot extends itself 
knowledge about environment and therefore it can 
form shorter route like a person in an unfamiliar city.
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In the end the navigation system creates a "web" of 
indicators describing fully the operation environment 
(Figurę 12). If there are changes of the obstacle ar- 
rangement, they are emerged and the navigation sys­
tem modifies itself the environment representation.

F - finał point o f motion 
Figurę 10.

The minimal hardware reąuirement for real-time 
simulation for the neural system is PC-computer on 
the basis of Intel 486DX-100MHz microprocessor. 
However because of increase of the territory map size 
the computation delay at the optimal path planning is 
also increased because of simulation of parallel com- 
putations.

F  - finał point o f motion 
Figurę 12.

6: Conclusions

In this paper the self-organizing optimal route 
planning system for control of an autonomous mobile 
robot was considered. It allows to form territory map 
of an unfamiliar environment, to carry out modifica- 
tion of itself representation of examined environment, 
to plan optimal route and to control a vehicle in real- 
time. The proposed approach allows to control by a 
vehicle in difficult operation environments and at that 
the system defines the robot behavior without a 
teacher. At present time the research is carried out to 
increase robustness of the proposed navigation system.

F - finał point o f motion 
Figurę 11.
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Abstract

This paper describes the neural network solving 
the shortest path planning problem. It consists o f the 
layer set, where each layer forms a path-candidate for 
the fixed number o f cities. During competition the 
layer-winner determining the seąuence order o f cities 
in the shortest path is selected. In this paper the ex- 
perimental results obtained by the neural network are 
described in comparison with some known methods 
solving the same problem.

1: Introduction

The classical problem of combinatorial optimiza- 
tion is the problem about the shortest path [1]: let we 
have n cities, where two of them are fixed. The goal of 
this problem is to find the simple shortest path be- 
tween two these cities. Certainly, the problem solution 
is the chain of cities forming the shortest path. Thus it 
is necessary to define their seąuence, i.e. a position of 
each city in the path. The classical approach of the 
path representation is the arrangement of cities on a 
matrix nxn as it is shown on a Figurę 1, where each 
city of A..E can have different positions in the shortest 
path, i.e. 1..4. Thus this scheme allows uniąuely de- 
fming the cities-participants and their places in the 
path. If two cities are fixed then they have the first and 
the last place in the path correspondingly. Hence we 
have three-dimensional naturę of the problem: at first 
we have to define the place of each city in the shortest

path, and secondly, the number of cities forming the 
shortest path can be in the rangę ffom 2 to n.

There are very interesting and efficient ap- 
proaches solving this problem like famous Dijkstra's 
algorithm [2] and dynamie programming method [3]. 
But they are oriented only on solution of the problem 
on numerical computers. The development of neural 
network techniąue is oriented on different technologi- 
cal basis allowing creating efficient systems for differ­
ent applications.

1

2

3

4

А В C D E

Figurę 1. The possible scheme of the arrangement 
of cities in the path between cities “C” and “A”.

There is also a possibility to solve this problem 
using the neural network techniąue like the Hopfield's 
neural network [4]. The solution using the neural net­
work like that is enough difficult and it is defined by a 
weight matrix as follows [5]:
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1  AiBJ ~  ^ P ^ A h ^ B h  +  P ^A h^iJ

- Y P jO - S j - f j ó J l  -  s tj) - 208ц(l - 8j *

* (1 -  8BiX1 - S j - e S ^ l  -  8M) - [ 2(1 -  8 j *  (i)
+ O "  3М) + 8МЩ ( 1  -  8 j ( ]  - 8n) -  205jM *

* (1 -  8Ah\ 1 -  S j - X(\ ~ Sab)Cab{8„+1 + S ^ l  
UAI= - a 8 AaSn - p S Aa

Shortest path selection indicators 
Pu PL2 Pl3 Pl4

where
\U f  i = j
[ O ,  otherwise

(2)

The difficult here is to define constant parameters 
a,p,y,ri,0 and X- In this paper the simpler neural net- 
work approach solving efficient this problem is con- 
sidered. On basis of the problem condition the generał 
architecture of the proposed neural network is defined 
(Figurę 2).

Г  

3'" l a y e r

4 lh l a y e r  

5 "  l a y e r

Figurę 2. The architecture of the neural 
network for the problem solution of 5 cities.

2: The neural network architecture

Generally the neural network consists of n layers, 
where n is a total number of cities. The first layer se- 
lects the best variant of paths-candidates, which are 
offered by the remaining layers. The second layer 
forms the path-candidate consisting of two cities; the 
third one forms the path-candidate consisting of three 
cities etc.; and, at last, the /7th layer forms the path- 
candidate consisting of n cities, where two of them are 
fixed. At least one path-candidate of n-1 offered must 
exist for successful solution.

The structure of the first layer is shown on a Fig­
urę 3.

Figurę 3. The structure of the first layer.

It is the single-layer relaxation competing neural 
network determining the neuron-winner having the 
output value eąual to "1", and the all-remaining neu- 
rons have output value eąual to "0". As input value for 
each neuron the value describing length of each of­
fered path is used. The braking and self-exciting con- 
nections Tj interconnect the neurons among them- 
selves. Their weight values are follows:

Г  1  >tf i = j
T'J ~ j  ~У(т +  iy  otherwise

where m is a network dimension. The iterative process 
of such neural network is described as:

^ / ( 0 )  “  ^UYF.Ri W

where
W-i

(5 )

M x )  =

0  , i f  x<  0
1  J f  x> \
x , otherwise

(6)

Here DLAYeri is a parameter describing a length of path 
formed by other layer.

During an iterative process one of neurons be- 
comes the winner determining the best path.

The important components of the neural network 
are the layers forming the paths-candidates consisting 
of different number of cities, i.e. 2,3,..,n (Figures 4 and 
7). Hence the neural network has a pyramidal form.

The schema of such layer is similar to the scheme 
of the city arrangement in the path (Figurę 1). Here 
each neuron has a set of braking Tu and exiting Wy 
connections. The braking connections determine State 
when only one neuron can remain active in the each 
column and in the each row. Their weight factors are 
determined as:
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т =
1 \(к

% Л + l)

, i f  i = k 

, otherwise (7 )

Т  = •12j
>if i = J

, \ , otherwise
4

(8)
O

%
where и is a number of neurons in the row, and p  is a 
number of neurons in the column.

Figurę 4. The structure of the layer forming the 
path-candidate: a connecting schema of neurons 
by the braking and by the exiting connections.

The formation of the shortest path in each layer is 
carried out according to the weight factors of exiting 
connections Wy defined a priori:

f 0 -*/ i = j
W\,jn —Wi jn — \ 1 / otherw ise ' ^

1 / 4

Wuj/2 = ^2u/2 = ^
where dy is a distance between /lh and /h cities, Wjy is a 
connection weight factor between a neuron of £,h row 
and a neuron of (£-l)th row, W7„ is a connection weight 
factor between a neuron of к row and a neuron of 
(£+l)th row correspondingly. The weight factors W/y 
and W2y are the same for all rows of the layer. Thus the 
first and the last row of the layer does not have the 
exiting connections between themselves.

Each layer has two sorts of neurons: intermediate 
neurons are placed on intermediate rows of the layer 
(Figurę 5) and finał neurons are placed on the first and 
on the last row of the layer (Figurę 6). Both sorts of 
neurons have a complex structure allowing forming 
the path-candidate in appropriate conditions for each 
layer.

Figurę 5. The scheme of the intermediate neural 
element.

The intermediate neuron (Figurę 5) has two low- 
connected subsystems. Each of them obtains the in- 
formation through exiting connections from neurons of 
the previous row and propagates it on the next row. 
Thus, the information propagates through each neuron 
both "top-down" and "down-top". The intermediate 
neuron contains two competing neural networks 
working similar to the neural network of the first layer 
(Figurę 3). Their input values Xt are formed by product 
of output values of neurons of the previous row Yup(lln) 
on appropriate weight factor Wjpjy.

Thus, the dynamical process of the work of the 
competing neural network of a left part of the neuron 
(Figurę 5) can be described as follows:
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(19)Y,(t + l) = fh У ; ; ,  • У (А
V i

( 12)

lt is continued till the stable State when only one neu­
ron remains active. After that we can obtain weight of 
path consisting of neurons of the previous rows of the 
layer:

.*/>; =1

, otherwise

(13)

The dynamical process for the right part of the 
neuron is the same.

The information for the subseąuent rows of the 
layer is formed as follows:

г „  = £ а А с » )
/

r *  = i e r  a s )
/

After defmition of activity of each neuron in the 
layer it is necessary to define in fact the path-candidate 
for the layer. For this purpose the rules are defined 
when only one neuron remains active in each row and 
in each column. Such State is defined by the relaxation 
neural network higher level. Eąuations (7) and (8) 
describe the weight factors of braking connections. 
The dynamical process of work is described for the 
neuron of /th row and /* column as follows:

1
1/  + 1//Y  7 y/  up /  x dn J

(16)

f V  « \  V \

i ;  ( ' + i ) = / « Y i j ( t ) + f n 2
V к )

Л  j )  л

(17)

where

fn2{x,y) = \
I X

lo

, i f y *  0.5 
, otherwise

(18)

The output value Yn of each neuron is a part of 
the finał solution of the neural network. It specifies 
activity of a neuron of the selected layer and it is de- 
termined as follows:

r  4 11
\ Y , i f P L =  1
[0, otherwise

where PL is signal acting from the first layer. It deter- 
mines the layer-winner.

In comparison with the intermediate neuron the 
finite neuron (Figurę 6) contains only one relaxation 
network and an element forming a value В describing 
the length of the generated path. The work of the finite 
neural element can be described as:

(20)

Y = Y = 71 1 up(dn) 1

B = i
\ R , i f Y =  1 
[0, othewise

(21)

(22)

Неге I is an initialization vaiue defined as:
1 , i f  a city is fixed as active

in the first and in the last
row o f the layer 

0, otherwise

(23)

At the end of the process forming the path in each 
layer the special elements form the value DLAYEr char- 
acterizing the length of the generated path (Figurę 7).

D layer1

Figurę 7. The schema of formation of the D l a y e r  
value.

It is determined as follows:

s, = I rŁ
i

(24)

5
: it a
-

y
: (25)

к
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U IAYER ~  ) j

O , otherwise
(2 6 )

where к is a row index in the layer and M indicates the 
successful formation of the path-candidate in the layer.

The total number of neural elements of the neural 
network is:

f

T  =
2 2

(27)Z ' * "
V I

However the n Iayers is too much for the shortest 
path problem solution because ratio between the num­
ber of cities forming the shortest path and the total 
number of cities is quite little. Therefore we can re- 
duce a number of Iayers by the following way:

E  =  m in j j 2  x  V « J +  1 , и |  (2 8 )

3: Simulation and results

It was carried out the simulation of this neural 
network solving the shortest path problem on the se- 
ąuential personal Computer with processor Intel 
Pentium 11-350 under control of the Windows NT v4.0 
operating system. The modeling algorithm has been 
optimized for sequential Computer to reduce the com- 
putation time. The model of the neural network was 
tested on solution of 4 sorts of tasks: 5, 15, 50 and 100 
cities. The solution average time presented in seconds 
is shown in the Table 1 in comparison with other two 
famous methods for each sort of tasks.

Table 1.

S im ula tion  m e th o d
S ize  o f  th e  p ro b le m  
(a n u m b er  o f  cities)

5 15 50 100
Dynamie
programming method

0 0 0 0

Dijkstra's algorithm 0 0 0 0
The neural network 0 0,02 1,58 22,03

As obvious from the Table 1 the model of the 
neural network works slower than pure numerical al- 
gorithms because it simulates analogue processes. 
Nevertheless it has formed good Solutions for all 4 
sorts of tasks (for example, see results in the Table 2 
for the map presented on a Figurę 8).

4: Conclusion

The neural network solving the shortest path 
problem is presented. It is used in the system forming 
the global route map during the motion in the un- 
known environment. The neural system has difficult 
pyramidal structure allowing forming simple shortest 
path to control efficiently by a mobile robot motion. 
This paper describes the architecture of such neural 
network. The experimental results have shown effec- 
tiveness of the proposed model.

Figurę 8. An example of the map of 50 cities.
Table 2.

Task
num.

Dynamie programming method Dijkstra's algorithm Neural network
Solution Path

length
Solution Path

length
Solution Path

length
i 23-28-29-33-37-49-47-46 213 23-27-26-32-34-37-49-47-46 209 23-27-26-32-34-37-49-47-46 209
2 30-31-25-16-15-8-4 158 30-31-25-16-15-8-4 158 30-31-25-16-15-8-4 158
3 35-24-40-41-14-9-3 125 35-24-40-41-14-9-3 125 35-24-40-41-14-9-3 125
4 23-28-29-33-37-49-48-44 195 23-22-21-19-17-16-15-14-43-44 190 23-22-21-19-17-16-15-14-43-44 190
5 45-12-43-42-50-37-30 179 45-12-43-42-50-37-30 179 45-12-43-42-50-37-30 179
6 17-16-40-41-42-49 119 17-16-40-41 -42-49 119 17-16-40-41-42-49 119
7 2-9-14-43-42-50-37 132 2-9-14-43-42-50-37 132 2-9-14-43-42-50-37 132
8 11-10-13-8-15-16-25-31 177 11-10-13-8-15-16-25-31 177 11-10-13-8-15-16-25-31 177
9 28-29-33-37 102 28-29-33-37 102 28-29-33-37 102
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A bstract. The paper reports on the dynamics of 
the control systems with pulse-width modulation 
of the second kind. The bifurcations o f the 
stationary motions are studied. The regularities of 
occurrence o f chaotic processes are revealed.

Key words. Pulse control systems, nonlinear 
dynamics, bifurcation, chaos.

1. Introduction

The control systems with pulse-width modulation 
(PWM) belong to the class of essentially nonlinear 
dynamie systems of variable structure. The use of the 
control systems with pulse-width modulation in many 
directions of human practice such as transport, mining 
industry, metallurgical and coal industry, etc. are 
related with the solution of the problems of qualitative 
transformation of great ąuantities of energy (from one 
or even less then one kW to hundreds thousands kW). 
In this case the compulsory requirements to the 
dynamics of the process of transformation of energy are 
as follows:

- ensuring of efficiency;
- safeguarding of security, namely, the forecast and 

elimination of possible emergency (catastrophic) 
situations;

ensuring of compatibility (including 
electromagnetic) with environment. But the efficiency 
of the process of transformation is in contradiction with 
the requirements of security and compatibility.

The realizations of these requirements complicated 
by the fact that many control systems with PWM 
according to the request for the proposal run under 
conditions of variation in their own parameters or in the 
parameters of conjugate systems over a wide rangę.

It is known [ 1,2] that for different combinations of 
parameters the dynamics of the control systems with 
PWM may be regular or chaotic. In this case stationary 
motions, different from the predetermined one while 
designing, may occur both "mildly" and 
catastrophically. The study of the regularities of the 
development of the dynamics of the control systems 
with PWM, that is, the analysis of bifurcation 
boundaries in the parameter space of the control 
systems is of great importance for the problems of 
parametric and structural optimization, identification of 
stationary motions as well as for the choice of optimal 
control in such systems.

This research has been carried out with the scope 
of the approach, which is being formed by the authors, 
to the analysis of the dynamics of the pulse control 
systems. The aims of the research is to show 
characteristic regularities of occurrence of chaotic 
phenomena for the typical structure of the control 
systems with PWM-2 and to find the 
intercommunication between the revealed regularities 
and the principles of the constructions of the control 
systems under considerations.

2. Mathematical model

The mathematical model of the standard structure 
of control system with PWM [1,2] has the form

^  = G(X) + B(KF), (1)

where X is the vector o f  State variables o f  the control 
system; the vector function G(X) and the v ec to r  B(KF) 
describe the elements o f  the control sy stem  w h ich  are 
invariant in time; KF is the pulse fu n ction , w h ich  
determines the State o f  the key element o f  the control
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system in accordance with the sign of the function of 
commutation

4(t.x(t)) a ■(uc - S ' - X ( t ) ) - U 0

accordance to the algorithm

[i, ę(t,x(t))>o,
F jo, 4(t.x(t))<0. (3)

(к — 1) ■ a,^((k — 1) ■ a, X k_,) < 0

к  ■ a , ^ ( t , x ( t ) )  >  0 , ( k  -  1 )  a < t < k  a

(4)

tk ->ą(tkIx(tk)) = o,
ą ( ( k - l ) - a , X k _ , ) > 0 ,

£ ( k  a , X k )  <  0 , k  =  1 , 2 , . . .

In eąuations (2) and (3) a  is the coefficient of 
amplification of the error signal; Uc is the set point; S' 
is the vector linę, which establishes the agreement 
between the State variables of the control system and 
the value at the input of the pulse modulator; U0 is the 
amplitudę of saw tooth voltage; a is the timing period 
of the pulse-width modulation; E,(.) is the function 
whose result represent a whole part of the argument.

The moment of the change of the structure of the 
control system tk (the commutation time) during the 
period of the PWM (k-l)-a<t<k a is determined in 
accordance with the algorithm [1]

Where XK and XK.t are the values of the vector of 
State variables of the control system, taken in discrete 
time k-a and (k-I) -a; the third linę means that tk is 
determined as the least root of the corresponding 
eąuation.

3. Descriptions of the results

As the subject of investigations is the D.C. 
traction motor drive with the pulse regulation of its 
current and Pl-stage in the current regulator, whose 
equivalent scheme is shown in Fig.l. Using the physical 
principles of functioning of the system under 
consideration as the base we can present the system in 
the form of two interacted oscillators.

Fig. 1. The equivalent scheme of the D.C. traction motor drive with PWM
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The first oscillator is the input LC-filter of the 
system and as the second oscillator may be considered 
the control system with PWM itself (the system with 
outer synchronizing impact, whose period is T=a) as a 
combination of the subject of regulation (of the motor), 
the regulating element (of the pulse converter) and the 
current regulator with Pl-stage.

It is quite evident that the dynam ics of such a 
system will be highly complicated. Неге you may see 
both the phenomena cased by the interaction of two 
oscillators with irrational (in the generał case) ratio of 
their freąuencies and the phenomena which are due to 
the structure and the principle of operation of the 
regulator (especially the type and kind of modulation). 
To make a qualitative analysis of the regularities of the 
development of the dynamics of the system under 
consideration we shall carry on research in two stages. 
First, let us consider the control system with PWM-2 
without taking into account the input LC-filter (that is, 
we proceed from the assumption that the input of the 
pulse element is connected to a source of unlimited 
power). The aim on consideration of such a simplified 
scheme is to reveal characteristic regularities of the 
development of the dynamics stipulated by the structure 
and the principles of operation of the regulator of the 
control system.

The mathematical model of the simplified system 
has the form

x  +  b ( k f ) j X u i}'>

f , + R . h ) ( R sh - k rn) 0
L, L r

b a . ( R sh + R ew) 0
L . .

a(3
0

1

X X

( E 0 - k e n)
k =n

L , L r

0 , B ( 0 )  = 0

a u c a u c

X X

ą ( t , x ( t ) )  =  a ( i c - U c - S ' - x ( t ) ) - U 0

where Rr, Rsh, &ew) LeWf Lr, а, Д  г, к, Uc, U0 - are 
the parameters of the elements of the control system, n 
is the velocity of the shaft of electric motor, E0 is a 
power supply voltage. The nonlinear dependence of 
magnetic flux of the motor on the excitation winding 
current was approximated by the dependence 
ceÓ(iew)=kr‘iew+ke. The commutation of the pulse 
converter is accomplished in accordance with equations
(3 ) - (4 ) .

Let the parameters a  and n to be varied. The rest 
parameters are assumed to be fixed and having the 
following values Rr=0,0427 Q; Rsh~0,615 O; 
Rew=0,027 П; Lew=0,98 mH; Lr=3,32 mH; (3=0,01; 
r=0.01 s; к=0.1; Uc=3 V; U0=l,5 V; E0=550 V; 
a=0,0025 s, K-0,0005; ke=0,146.

The analysis of the system (5) was madę in the 
terms of the shift mapping [2].

Xk = C kXk_,+V k, (6)

c k = c (0)c (1), vk = c (0)v (,) + v (0),

ęi(l) _.gAaZ|| = g^a(*—zk)

V(1) = - [ e - C (i) ]a _1B(1),

V(0) = - [ e - C (0)]a _,B(0) , k=l,2, ... .

The results of the analysis of the dynamics of 
the model (5) in the space of parameters Tl~{a, rr, 
3<a<20, 200<n<2000} are in Fig.2a as a two 
parametric bifurcation diagram. To understand these 
results better, in Fig.2b-2c we represent one parametric 
bifurcation diagrams built up for the sections a=7 and 
a=18 respectively. The domains of existence of 
different periodic motions are denoted in Fig.2a as П 
with index, were the index determines the period ratio 
of the corresponding motion relative to the period of 
synchronizing impact of PWM (the number of m-cycle 
[1,2]). The domain of existence of chaotic motion is 
denoted as n chaos (see Fig.2a). The characteristic 
bifurcation curves are denoted as N with two indices 
(Fig.2a). Неге the lower index determines the curve 
of classic "mild" period doubling, and the lower index 
"c" determines the C-bifurcation curve [3]. The upper 
index of N determines the number of m-cycle that 
undergo a bifurcation. In Fig.2a Г0 denotes the curve of
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break of the conditions of existence of periodic motions 
in the system.

Even superficial study of the diagram in Fig.2 
enables to notice that, first, the domain of periodicity 
are altemated with the domains of chaotic motion and, 
second, the domains of periodicity are in the order of 
increasing of their periods in two times (see Fig.2a ffom 
below to upward). Such a superficial view would be 
sufficient for the continuous dynamie system to come to

the conclusion, that the characteristic scenario of 
occurrence of chaotic motion is the scenario of period 
doubling. But for the discrete system (5) it is not 
sufficient. The main difference of the dynamics of the 
system (5) from "canonic" scenario of period doubling 
is the presence of C-bifiircation boundaries Nc in the 
piane П. For morę detailed study of bifurcations of 
dynamie motions of the system (5)
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Fig.3 shows a fragment of one parametric bifurcation 
diagram for the section a=9,l\ 1200 rpm<n<1460 rpm 
and the diagram of greatest multiplicator of the 
corresponding stationary motions. The values of the 
ir[k] k=0, /,... (corresponding to the shift mapping) are 
plotted an the axis Y (see Fig.3a).The unstable 
stationary motions are marked by a dotted linę in Fig.3.

Over the rangę

n < n^0 , ( a  =  9 ,l ;n (_')) G Ni.” there exists a unique

stable motion- 1-cycle. When n reaches the value n n) 
the 1-cycle looses its stability as a result of bifurcation 
of period doubling and a stable 2-cycle appears in the

l.A

1200 n-<1> ncl2) n-<4) nc(8> 1460 n, rpm

P

1200 n-(,) n0w n-<4> nc<8> 1460 n, rpm
Fig.3. A fragment of one parametric bifurcation diagram and the diagram of greatest multiplicator of the

corresponding stationary motions

89



system, which in its tum is a uniąue stable stationary 
motion in the system over a rangę

nH) < п < п |г), ( а  =  9,1;п(г)) е Ы [ 2). When

n = n*2> is achieved, the domain of determination of 
the 2-cycle is changed (that is, the quantity of intervals 
of structure constancy of the system is changed which 
form a stationary motion) and the multiplicators of the 
2-cycle are changed abruptly. In this case the greatest 
multiplicator becomes morę than -1 that determines the 
break of the conditions of stability of the 2-cycle. 
Simultaneously, with loss of stability due to the change 
of the domain of determination by the 2-cycle a stable 
4-cycle branches off from 2-cycle. According to the
classification [3] the value nj.2) corresponds to C- 
bifurcation of period doubling of the 2-cycle (see 
boundary N [2) on the diagram of Fig.2). On the 
diagram of Fig.3a the 4-cycle exists over the rangę 
n i2) to n̂ _4) and looses its stability when

n = n (_4),((X = 9 ,l ;n (_4)) e  N .̂4) is achieved through 
bifurcation of period doubling. Over the rangę 

n (_4) < п < п [ ,) , ( а  = 9,1;п[,) ) б Ы [ 1) there exists a
stable 8-cycle that looses its stability as a result of C- 
bifurcation of period doubling. Simultaneously, with 
loss of stability of the 8-cycle an unstable 16-cycle
branches off from it. With n > nj.8) there is no stable 
stationary motions in the system (a chaotic motion exist 
in the system over this rangę). The presence of C- 
bifurcation boundaries in the space of parameters of the 
system stipulates an incomplete series of combined 
bifurcations of period doubling and C-bifurcations of 
period doubling. The term "incomplete series" means 
that there is a finite number of intervals of 
corresponding stable periodic motions in the series.

The data obtained are not complete without 
consideration of relatively fuli model of the D.C. motor 
drive with PWM, which takes into account the 
influence of the input LC-filter beyond the Circuit of 
regulation. The relativcly fuli mathematical model for 
the electric motor drive with PWM has the form

dx , = _ l l . x __ L 1
x3 +  -

dt Lf ' Lf '  1
dx2 1 KF(ą>

=  —  X . ------------------ *3 .dt C C
dx 3 R Г + R  5h , . R ?b

dl '  L r L,

_!L 
E r

(6)

KF(S)■x, - -
E(x4)

dx4
dt

'"sh „  R cw +  R .h* 1 / \ * A
Lew(x «) Lew(x 4)

dx5 а р  l a-U,  
dt т ’ i  т

- , \ Э Ф (x 4)
E(x4)=n ce 0(x4), Lew (x4) = 2 • p • w — ------

O X „

where X = {ic,uc,ir,iew,ul}‘ the vector of State
variables; p, w are the constructive parameters of the 
motor; the function of commutation is the same as in

f i _ Kl
(5) with S' = < 0,0, к • P,0,------1

l a  j
The specific feature of the system (6) is the use of 

nonlinear representation of dependencies of magnetic 
flux of the electric motor ce<P(iew) and the inductance of 
the existing winding Lew(iew)  on the existing winding 
current.

To fmd the shift mapping the system (6) was 
integrated numerically over the intervals of the structure 
constancy and the Solutions obtained were combined 
proceeding from the fact that the State vector is in 
continuous dependence on time. While analyzing the 
model (6) the parameter n and the value of resonance
freąuency of the input filter fr = 1Д 2 • n ■ y]h f ■ C j are

taken as varying parameters. The value f r of the input 
filter was varied by change of Lj over the rangę 
[0,066-10'3 to 4,2-10'3] H. The rest parameters were 
assumed to be fixed as well as for the simplified model
(a=10; C=2,41ff3 F\ R^O.0123 O).

The results of the analysis of the dynamie in the 
parameter space П ={fn n\ 50< f r<400, 200<n<2000} 
are presented in Fig.4 as a two parametric bifurcation 
diagram. The designations in Fig.4a correspond to the 
designations in Fig.2a. The domains, where 
quasiperiodic motion exists, are denoted as n q. To 
understand the data in Fig.4a better, Fig.4b-4c represent 
one parametric bifurcation diagrams built up for two 
sections.

As it was noted above, the main things in the 
dynamics of the fuli model are the interaction of two 
related oscillators: of the LC-filter and the control 
system with PWM. When the values f r are close to 
subharmonics of the ratio 1/m of the frequency of 
PWM, there occur oscillations with the period T-m a, 
that is, subharmonic resonances of the order 1/m in the 
control system. The irrational relationship between f r 
and the timing ffequency of PWM leads to the 
appearance of extensive domains of existence of 
quasiperiodic motions (toroidal manifolds) Пч in the 
piane П. In spite of the fact that these domains are
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shown in Fig.4 as uniform while studying them in detail 
one can observe numerous narrow "windows" of 
synchronization which are characterized by the ratio of 
f r to the frequency of PWM as rational ffaction p/q 
(resonance p/q). The periodic motions ffom the 
"windows" of synchronization can undergo numerous 
bifurcations (and C-bifurcations, in particular) which 
lead to the appearance of chaotic motion, as well as one 
can observe the loss of synchronization, etc. As the 
value of the domains of resonance p/a is quite smali and 
the regularities of change of dynamie motions in 
resonance domains typical, the paper analyze only the 
domains of subharmonic resonances of the order 1/m.

In Fig.4 the domains of subharmonic resonances of the 
order 1/m (П2, П3, П4, П5, etc.) are shown in gray 
color. These domains Fig.4a are located in some 
vicinity of corresponding values f r (200 Hz, 133 Hz, 
100 Hz, 80 Hz etc.) and can shift slightly with variation 
in the parameters of the control system. The width of 
the domain of subharmonic resonance number m Afm is 
not equal to zero for any number m of resonance (it is 
stipulated by dissipativeness of the system) and 
becomes less with inerease in m.

| д
■4------  №

Fig.4. The results of the analysis of the dynamics of the fuli model.
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The quasistatic growth of n from the initial point in the 
domain of the preset periodic motion П| for a fixed j r 
in the vicinity of the domain of subharmonic resonance 
1/m leads to the combined series of bifurcations of 
period doubiing and C-bifurcations of period doubling, 
which can be represented a symbolical series

a—>m a—>2 m (7a)
a—ł . . .—m  a—>2 m a—>4-m a ->.... (7b)

The analysis of simplified model shown that these 
series may be incomplete, that is, determined by the 
revealed regularities of occurrence of C-bifurcation 
boundaries in the parameter space of the control 
system. The characteristic property of the series of the 
stationary motions (7a) (or 7b) is the absence of 
motions with period к a, where ke(l,m). Besides, 
chaotic or ąuasiperiodic motion precedes the 
appearance of subharmonic resonance 1/m for the series 
(7b).

4. Conclusion

1. The dynamics of the control system with the 
PWM-2 may be of regular or chaotic character, that is, 
stipulated both by the structure of the control system 
and the type and kind of modulation of the control

system. In particular, the peculiarity of the structure of 
the considered D.C. electric drive with PWM-2 is the 
presence of two interacted oscillations - the input LC- 
filter and the control system with PWM (the oscillator 
with outer synchronizing impact). In this case one of 
the scenarios of chaotization of motions in the contro! 
system under consideration is the disturbance of 
synchronized resonance motions on toroidal manifolds.

2. The characteristic scenario of chaotization of 
oscillations in the control system with PWM-2 is a 
combined series of a bifurcations of period doubling 
and C-bifurcations of period doubling. It is find out, 
that this series may be incomplete, that is, stipulated by 
C-bifurcation phenomena.
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Abstract - The new modifications o f multilayered neurak networks training algorithms in a generalized training plant 
structure are introduced. The first modification for algorithm " on error backpropagation algorithm through time " is 
introduced and its sufficient conditions o f a training procedurę stability are obtained. Other modification for speed 
gradient algorithm o f an error backpropagation is obtained, where measurement State vector in a training procedurę 
instead o f a parametrical model ofplant is used.

1. IN T R O D U C T IO N

It is known that a connection of a neurocontroller with a control plant (CP) may be represented as generalized 

training plant (GTP) (fig. 1) [1,2].

There MS is a measuring system, which translates the statement vector X to the measured vector у  = h (x ( f )), 

where h(-) is a vector function; у  * is a desired function, O = o ( y * , y )  is a generalized error vector, which is used 

for network training. The architecture of MNN is defined by N K symbol, where К is an amount of networkno."i. • nK

layers, n 0 is a number of inputs, rt, , i e 1, К  is a count of the artificial neurons or basie processor elements (BPE)

in the f-th layer. The problem how to find the control function u ( y  *, y ) , which provides a minimum of function Q , 

is reduced in this case to the neural network training problem.

The base algorithm of multilayered neural network training is the algorithm of an error backpropagation (BP). 

Its direct use for synthesis of neural network training algorithms in problems of dynamie plants control by virtue of a 

series of the reasons is hampered [1]. However it forms the basis for synthesis of multilayered neural network training 

algorithms modifications in a structure of GTP.

In this paper we suggest the training algorithm for MNN within GTP (fig. 1), which is based on error 
backpropagation algorithm through time (BPTT) [3]. Also the algorithm resulted ffom back propagation error method 
and speed-gradient method (SG) [4] and was later called speed back propagation error algorithm (SBP) are introduced. 
Using that algorithm one can take into account the dynamics of the network training process and to cover a wide 

spectrum of problems. Unfortunately the algorithm lacks an adeąuate control plant model, it also takes a long time of 
computation and the necessity first to make the prognose of signal in the plant output. Modification of the algorithm
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SBP, free from enumerated shortages is offered below.

2 . B P T T  A L G O R IT H M

We make an algorithm step estimation, which provides training process stability for functional 

N
Q = У  o 7 (k ) a ( k ) at discrete-time point kA t, A t  = const; к  = 1,2, ... , and also a training error is defmed 

fc=1

by us as a(k)  = у  *(k) -  у  (к).

Let a plant be defmed by the following eąuation:

fx(fc +1) = f(x(/c),u(/c)); 
ly(A:) = h(x(/c)).

The control vector on fig. 1 is found by MNN during its training: 

u  = qW  ® x (.. (^Чу(/с — !))• ■ ■))■ ■ ■))) = F(y), (2)

where W ('> = w W : [ is the weight-factor matrix for layer t  e 1, К  , is a weight-factor vector for

the /-th BPE in the /-th layer , f ^ ( s ^ )  are the neurons nonlinear activation functions in the /-th layer,

s ( )̂ = are the first order discriminant functions. Referring to the equation (2) the function carries out a

complex dynamical nonlinear transformation the measured output of GTP during the neural network training process. 

The subject of this work is to fmd the conditions providing the stability of such a function.

The research is based on the Lyapunov functions method. Let us define the following training algorithm for 

МММ in a GTO structure:

^ ( n )  = - y Z d a T ( j ) a U)  5U(1) (3)
du(l) <3wj#)

where у is an algorithm step, и is a number of steps. The partial derivative from equation (3) may be calculated by 

following formula:

doTU)aU) = 8oT(j)oU) dyjj) ( ~ l )MJ ~ 1)) диЦ -  1) , дЦ*Ц -  l),u(j ~ 1)) дяЦ -1) ' 
5u(l) dyij) dxU) da(j - 1) dy{j - 1) dstj -  1) у{j -  1) .

дк( 2)
(4)

The parity such as (4) is used in error backpropagation algorithm (BP). However, this “error backpropagation 

algorithm” differs from BP algorithm, because the described algorithm is not passed from layer to layer, it’s passed 

from state to State, i. e. from one time moment to next. That is why this algorithm is called “error backpropagation 

through time”.

As any recurrent algorithm the gradient procedurę (3) may be stable or unstable depending on the algorithm
N

parameters and, first of all, on the algorithm step у , when the criterion is the function Q = £  a T (k)a(k) ■ Besides
k = i

this in practice one requires to provide the MNN training process stability only if the desired function, network
N

architecture and the initial State are changed. In the square training criterion Q = V  a T (k)a(k)  case a sufficient
k^l

conditions follow from the theorem.
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Theorem. Let the functions f ,  h  e C 1 in system (I) and there exist: a) partial derivatives d*U )
d y ( j  -  1)

b) vector function 5y(W , k) which may be represented in form (5) and ałso indicate an increment o f the vector 

y(W , k) followed a variation o f weight-factor matrix W .

8y(W ,k) = X  x  " f  +e(8 W.fc)
e = \ i = \ j = \  d w \e] ,J

(5)

Then the gradient procedurę (3) comergence for square criterion Q if  the following conditions are satisfied: 

I) there exists X(W, y . k )  > O suchas

К Щ n,-ij 

l = li = \ j  = 1

2) Y G

Sy(W ,fc)r Sy(W ,fc) ś  W y , i ) I  Z  l V S )  •

1 — л/l — 8Xea_1 1 + Vl -  вХеа'1
2Л, 2Л,

/и fAe case 1 -  вЯ-еа"1 > O and у -  О in the case 1 -8Я £а 1 < О,

К щ
where а  = I  I  I

ć=li = l 7 = i

(
_dQ _

d w f lК l'J У
Д =  Z M W ( n - l ) , y , f c ) ,  6 =  I  е г (/с)о(А:).

fc=i fc=i

Proof. The research of system (3) movement stability is based on Lyapunov’s function analysis: 

V{n)  = I  o T (W(n), /c)a(W (n), k)  -  Qmin
fc=i

where is minimum value of a functional O at neural network architecture N K^ min по,щ, ... nK

functions f[).

Let us consider an increment Д V ( n ) :

AV(n)  = V(n)  -  V( n  -  1) = I  a T (W(n), fc)o(W (n), k)  -  a T (W(n -  1), k) ,  o (W (n -  1), k ) .
fc=i

The generalized error o(W (n), i) in (7) is represented in the following kind:

cr(W(rc),/c) = y n (fc) -  y [ n , k )  = y r , (fc) -  (y(W (n -  l),/c) + 5y(W (n -  l),fc)).

(6)

and activation

(7)

(8)

where 8y(W (n — 1), Ac) is a vector function of the y(W (n -  1), k)  vector increment which is determined by the

weight-factors variation. Then the Lyapunov’s function (6) increment A V  referred to (7), (8) is discovered as:

N
Щ п ) = l ( ( y (ł|(k) -  (y(W(n -  l),fc) + Sy(W(n -  l),k))T(Y{' ](k) -  -(y(W(n - 1 ),k) + ду(Щп -  l),k)))~

k=1
N (9)

-  S(y(,)(fc) -  y(W(M -  l),k))T (y[t](i} ~ y(W(n - 1  ) M
k= 1

Simple transformations of equation (9) result its in the following form:

дУ(П) = i  5y(W (n -  1), fc)(2(y(W(n -  1), k))  -  y<*>(W(n -  1), k)) + 5y(W (n -  1), k ) ) . (10) 
k = 1

It is necessary to emphasize that the increment 5y(W (n -  l),/c) in equation (10) may be represent in the kind of

following sum:
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К п( п,_1
5 y ( W ( n - l ) , f c )  = Е  Z  Z  

e = n = i  j = i

Sy(W (n - 1 ) , k
_ r#t
d w ) '1-

S u -S ^ n  - 1 )  -t-e(5W ,y,fc), ( П )

łf) \ '-s
where 5w )  = (-y (n  -  1))----- —  . Then let us write down the increment Д V  of the chosen Lyapunov’s functiondQ

d w W
Uj

(6) refer to (10), (11): 
(  N

AV(n) = Z  Sy(W(n -  1),fc)T 8y(W(n - 1  ),k) + 2e(5W, y, k f  o(W, y, k) 
U -l

nf nt-l l \2
Z E Z  H 3 )  (-y(rt-i))-1 s
e=ii=ij=i

к  п/ t . , ЛГ N w
• Z  Z  Z  (51У, . ) Г I ( -Y(^- l ) )  ‘ + EMW.y.fc) +2Xe(8W,y,fc)Ta.

( 12)

К ne ne_i
Let a  = Ё  Z  Z

ć=lt=l j=1

Ш j=l
/  \2  

5 0

fc=i

К п/ nt.w  \2 _ _ W JV
= Z  Z  Z  W ' !  ) ( у ( п - 1) г ^ ,  x =  E M W ( n . - i ) , y ,  k ), e =  ż ® r (fc)°(fc)-

f=ii=i j =i ,J fc=i )t=i

Then the eąuation (12) can be rewritten as ( -y )2 ka. -  ya + 2e < 0 . If у is expressed we receive that:

in the case 1 -  вХеоГ1 > 0 and у = 0 in the case 1 -  8 л е а -1 < 0 .у  e
1 — л/l  — вХ еа'1 l W l - e ^ e a 1

2X 2k
The theorem is proved.

It can be shown that the function A,(W, y , k)  which meets the theorem condition 1) under condition 2) 

always exists. To obtain this it will be enough to consider the variation ratę of a left bound у parameters (to refer to
lf\

the condition 2)) for smali increment 8ш,- j  . It is necessary to emphasize, that in a generał case the stability by

Lyapunov’s method and, hence, the negative determinacy of Lyapunov function do not guarantee the stability of the 

gradient procedurę (3). However, when we choose a suitable Lyapunov’s function V , which equals the MNN training 

functional 0  accurate to any constant (as it is shown in the proof), the function V  negative determinacy provides non- 

growing functional Q  variations.

It is following from the theorem condition 1) that the function may be defined by the following ineąuality:

O N
6y(W,fc)r 5y(W,fc) 

Let symbol J ( h )  is:

к  nf n(_i /
и х  К/ = li = 1 j  = 1

S MW.y.fc)

(  h
П 5y(v) 5y(2) dx(2)

J ( h )  = i i  fłn
d x  5 q (X>(l)

When we discover the 5y(W , k)  increment in (13) refer to (14) we’ll receive
f .

0)

(13)

(14)

fc К rv Tf-l A4̂ )|11

ha Д Я Н  Mjj

k k  ntn^
Z*W 's u g  zFzW

MM j=1
S W K 4 .  (15)

The ineąuality (15) allows to estimate bounds of the у parameters “stable” area. In particular, if we neglect the 

function e ( 5 W , y ,  h)  values because of the increments 8 ш |lj  are rather smali (as far as the function

e(5 W, y , h)  is o(8W )) we’11 obtain the following step у estimation:
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( 16)
N

fc=2

к К "f "ł-1 ад(К)т до  
V JШ v  у  V  Г*__ 'AL. V
>1=2 f=li=ij=l Зц£] Sui .

J  1.7 ‘.J '

fc х nf ajW.'i' эо
Z ^ M Z E Z

\ \

h=2 f-ll=l/=l d u .f l___V l»7 mJ /у
We should like to emphasize that the theorem conditions are sufficient for the gradient procedurę (3). Also 

their observation provides roughness of the network training algorithm. Besides this function a(W, y , k )  can be

used for estimation of the MNN architecture and single neuron activation function influence the BPTT procedurę 
stability.

durjM

-i
К ne n,_x
ZEZ
<=li=l > 1

( s2'
8 Q

The obtained expressions may be used for adaptive algorithm of MNN training within GTP because the 

function y(n) is corrected (varied) during the training process referring plant State, the amounts of MNN layers, 

neurons in the layer, the network initial conditions, the current weight-factor value and to the activation function in 

covert form. In other words this function depends on the plant’s dynamics, the MNN architecture and State.
Let us consider an example.

Let a plant is defmed by the following eąuation system: 
x 1 ( k  +1) = x 1 (к )  +  ( ~ x 2 ( к )  -  x 3 (к )  + щ  { k ) ) A t  

• x 2 ( k  + 1) = x 2 ( k )  +  (Xj (к ) + 0 . 3 x 2 (fc) + u 2 (/c))At 
x 3 ( k  + 1) = x 3 (к )  + (0.38Л:! (к ) -  4 .5 x 2 (k) + x x ( k ) x 3 (k) + u 3 ( k ) ) A t ,

where A t  is a discretization step. Let all components of the State vector are measured. Hence, the Jacobian d*U)
d y ( j  -  1)

used in BPTT algorithm exists:

to{j)
f  1 -A t - A t  > 'At 0 (Г

A t 0.3At +1 0 + 0 At 0
4(0.38 + x 3 )A t -  4.5 At x xA  t  +  1, l o 0 At,

d a ( j  -1)

-  !) J 0 . 3 8  +  x 3 ) A t  -  4.5A t  x xA t  +  1,  ̂0 0 At, ~  4
A reference function is set as y*(t) = C o \e ~ l , e~*, e  *) function.

To simulat the process we chose some MNN with a 5Q 5Q 3 architecture and the sigmoidal activation

functions f ( s )  = 1 - e -2 s
The conditions of training simulation was: N = 30 trajectory points, At -O.Olc

1 + e~ 2s
descretization step, *^(1) = X 2 (1) =  X 3 (1) =1 initial conditions. The estimation of у parameter is chosen as in the 
inequality (6). Let us mark:

e+i
D (/)=  n w<?l1.

t l = K

г-i)
08)

(17)

4!! = 5 (7 ,i} m a x ( / / (?)^ '

where 5( j ,  i) is Kronecer’s symbol, j  = 1, n e_ 1 , i  = 1, n ( . After the partial derivations _ Ё 5 _ were discovered
eO

in (16) we receive refer to (17), (18): 

\h -2 /=1г-1

N
y ^ Z

fc=2

f  Г*r X
lh=2

К 14

Z Й
ш

r (  >2 \

Hf*
К  1Ц п/_|
Z E Z

dQ
) ) i= u = i j =i S u f

V. 4 1.7 7 /

(19)
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[Р]These parameter у estimations satisfy the theorem conditions when the variations 8w \  '■ are smali. Besides

it can be shown that the weight-factors > u {r\
1>J bound

exist for MNN with sigmoidal activation functions and they

provide a decrement of the criterion Q(n)  value.

The Com puter s im u la tio n  showed that neural network training procedurę has an undiverging reference. In fig . 

2 a, b acco rd in g ly  you can  see the graphs which illustrates the variation of the algorithm step у ( n )  and training  

functional Q(n)  in the ca se s  w h en  estimation (19) is used and when у = c o n s t  = 0 .0 0 1 5  .

This graphs allow to conclude that the Computer simulation does not to contradict the theoretical items o f the

work.

3 . S B P  A L G O R IT H M

Let the dynamics of control plant is described by eąuations:

x  = f (x , 0) + g (x )u , x  e R n , u  e R m . (20)

The behaviour of control plant (20) depends on unknown parameters values 0  g  Q e  . The goal of control presented as 

desirable dynamie characteristics of control plant based on a reference model described by a system of linear 

differential eąuations:

X м  = A M X M + B MI ,  (21)
where X м  e  R n is a State vector of a reference model, A M  , B M are model matrixes chosen so that a response of

State vector X м  on assigning action r  carried a desirable character.

Let a control vector u  = q ' H1 be the output of the last К  th layer of a network. It is reąuired to derive

network training algorithm, which would change the vector of adjusted parameters w j^  (where £ = 1, К  - number of

MNN layer, and i = 1, n ( - number in a layer) to ensure reaching control goal at any vector of unknown parameters 

0  G fig  .

A speed-gradient algorithm in the combined form [5] for set-up vectors w j '1 can be written as follows:

l(vr{p  + M/) _
= - r Vw c o (x ;w ^ );f), i = l ,n

d t
t. > (22)
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(£) т
where со() is function, continuously differentiable on components of a vector W > ; Г = Г ' > 0  is

( { n e +  1) x ( n t +  1)) gain matrix; \y is a pceudo-gradient function which meets to condition || \\i co(-) || > 0 . The 

stability theorems for speed-gradient Systems (20),(22) can be found in [5].

For quasistationary plant the function co( ) is determined as follows:

co(x;w f ];t)  = [ f(x ,0 ) + g ( x ) u ( w ^ ) f  Vx J ( x ; t )  + x J

Instead of (22) it is possible to use SG algorithm in its finite form:

Vx ^ J ( x ; f ) . (23)

= -vj/(x;w (ł '; f ) ,  i = 1 , n t . 
The typical form of a finite algorithm is linear

w ^ 1 = - r V w co(x;w(t , ;f), i = l , n t ,

Let MNN training function be as follows:

J ( x , x M ) = 0 .5 (x M - x f  ( х л  - x )

c o ^ jw ^ U )  = |x 'M -  f ( x ,0 )  -  g (x )u(w ^>  ( х "  - x ) .

Then

(24)

(25)
,n  ------

In this case eąuations of adjusting weight factors W(- ' in MNN layers i  = 1, K" by virtue of (25) will take the 

dependence of:

d w l-

~ d t

№
= Г

f  \
(Ю8 q ( 

8 w i*l
’ i )

g (x )T (x-M -  x), i = 1 , n e , (26)

ОГ

= Гl
8 q<*>

8 w 1' ' i У

g ( x f ( x "  -  x), i = l , n t , (27)

The evaluation of derivatives 8 q ^  j 8 w  У 1 in algorithms (26) - (27) is produced in the correspondence with a back

propagation error technique:

iD\  iD\  iQ\  * 7 > *  ’
8 w <*) 8 w (/* 8 q*.^i i 8 qV

^ 5 ^ 1  = d q [K\ .
8 q ( f + l )

where s 1' 1 = W l'lq U-l) is first order discriminant function and f ' ( s ^ l  =
d s

is (n ( x n ( ) diagonal

matrix , w(<) is weight matrix of i  th layer.

If the matrix function g(x) does not depend on a State vector X, i.e. g (x ) = В , that is taking into account 

an arbitrary choice of a matrix Г , substituted to the algorithm (26) - (27) all nonzero elements of a matrix В can be 

reduced by unity. It allows to expand the class of parametrical indeterminacy of plant, and assume the matrix В
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depending on the vector of unknown parameters 0  .

The obtained no autonomous algorithms of on-line network training in a neural net control system structure

(26) - (27) are modifications of algorithm SBP. However algorithms (26) - (27) are deprived of the listed above 

shortages of algorithm SBP and use a measurement information for network training, that adds some adaptive properties 

in neural net control systems .

The value of a parameter a  is unknown and belongs to area of admissible values Q e , specified by interval

0 .1  < a  < 1.

We shall choose the MNN parameters as follows: numbers of layers К  -  2 ,  numbers of neurons in hidden 

layer Mj = 3 , numbers of neurons in output layer n 2 = 1.

Based on the control plant eąuations, algorithms (26) and (27) can be written as follows:

Let's illustrate an overall performance of the considered network training algorithms on forced brusselator's 

model excitation of oscillations example [6]:

V l

\  i 7

where Г = у = 0 .1  isa gain factor.

1 3

0 2 4

Fig. 3. P hase  p o rtra its : 1 - forced b ru sse la to r  chao tic  a ttra c to r , 2  - contro l 
sy stem  w ith  MNN tra in ed  on  a lgo rithm  (26), 3  - con tro l sy stem  w ith 
MNN tra in ed  on  a lgo rithm  (27)
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The following parameters values are chosen for simulation: a  = 0 .4  + 0 .0 5  s in ( 0 .8 1 1) and b = 1 .2 . 

At these parameters values in a model phase space there is a chaotic attractor designated as 1 in fig. 3. With the purpose 

of excitation of oscillations we shall choose reference motion a s x j “ = 0 .8  + 0 .5  s in (0 .8 1 1) . The phase portraits 

of neural net control system, trained on algorithms (26) and (27) are reduced on fig. 3 and are designated as 2 and 3 

accordingly.

4. CONCLUSION
In this paper we receive the step estimations for the gradient procedurę (3) which provide a training process 

stability when MNN is included in to the dynamical system (1). Such estimations allow to make a synthesis of an 

adaptive neural network training algorithms. If use BPTT training technique we can beforehand estimate ąuality of the 
neurosystem for the finał time interval. It should be emphasize the obtain result may be used in the case when we have a 

half-final time interval. Futurę researches will be directed toward an roughness, controlability and observiability of the 

control system with a neural network.
The introduction of dynamics in multilaered static neural networks training algorithm is added to it properties 

of a dynamie networks, but without use of feed-backs, as in algorithm BPTT. The process of network training on 

dynamie algorithm allows to unit in one processes of training and control in static MNN, that is essential at use it as the 

controller in dynamie systems.
The modifications of speed back propogation algorithm are presented. The efficiency of the proposed 

algorithms for some chaotic oscillation control problems has been demonstrated. The results of Computer simulation 

demonstrate coincidence of trajectories of own plant motions and trajectories of control system on a significan time 
interval. It testifies about minimal interference in own plant dynamics and requeres the minimum Controls for reaching 

a control goal.
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In this paper problems o f spacecraft control 
automatization on the stages o f approaching and 
docking are considered. For sohing these 
problems, we are offer using onboard scheduler, 
based on rules. Onboard scheduler, based on 
dynamie planning methods, developing in artificial 
intelligence researches, is integrated with global 
knowledge-base, including empirical, experimental 
and other rules. Also scheduler consider discrete 
and continuous components interaction.

1. Introduction

The problem of driven objects safe 
approaching, docking or divergence is actual for 
many branęhes (motor transport, air and space 
vehicles (SV)) and concems to the most difficult 
problems of motion control, sińce is connected to 
inereased risk. Now one fforn the most important 
problem becomes a spacecraft safe docking with an 
orbital space station. The process of docking 
represents a complex from three goals of control, 
realizing a fuli set of possible safe outeomes: 
tethering, station keeping and safe divergence 
(fig. 1.).

Tethering Siat lor keeping Divtrgence

N oił-comp utatfonnl

Dioagcroui BUlrtflHIПаши* MlCNH

Sn

«■Ml ky ( т к м  of coiuroJ

fe c o n tro l \ e r s lo n s

Fuli set of possible control versions

Fig. 1. Possible versions of approach 
control procedurę outeome.

The SV control process can pass in two 
modes: nominał and abnormal. The nominał modę 
represents SV control on rigid, beforehand- 
calculated program. The abnormal modę arises in 
case of emergencies, such as engine failures, 
motion control systems failures, failures of radio 
engineering approaching system or because of time 
limitations, and assumes transferring the space 
vehicle control in manuał modę. During a 
spacecraft docking process it is necessary to an 
astronaut to have a maximum of information about 
current situation, and also about possible versions 
of its development. In cause of singularity of 
docking process, and also in cause of spacecraft 
design features there are situations, reąuiring 
astronaut’s immediate operations, that inereases 
probability of incorrect solution acceptance. For 
the solution of circumscribed above problems is 
conducted the development of an intellectual 
onboard space vehicle control system, and within 
the framework of it the research prototype of the 
scheduler is offered.

2. Control system model description

The model of a control system actuates the 
following components:

1) Analytical description of control zones.
2) Database of sp acecraft State.
3) Spacecraft model.
4) System of rules.
5) Scheduled trajectory.
Spacecraft model contains:
1) Coordinates of spacecraft mass center.
2) Coordinates and directions of spacecraft 

engines, relatively to the mass center.
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3) Parameters of engines activity.
4) Velocities on axes of coordinates for 

mass center.
5) Angular velocity vector on axes.
The fuli set of possible system States is broken 

on some groups, called as control zones. In each 
zonę there are own control laws, developed on the 
analysis of long-term statistics of approaching and 
tethering operations fulfilment, during “SOYUZ” 
spacecraft manned space flights to orbital space 
stations “SALUT” and “MIR”, and on the research 
works in the field of hodographs theory [1]. There 
are chosen the following control zones:

1) Indicator modę zonę.
2) Zonę of active approaching.
3) Zonę of possible tethering.
4) Non-computational contacts zonę.
The relative motion of space vehicle is 

mapped not on a conditional phase portrait, but on 
a piane of gross error, defined by the vectors of 
relative distance and relative velocity (Fig. 2.).

Młnjmtl Awtlanrt trh ae o i ip it«  u rh i  ei

Fig. 2. Mapping of relative motion on a 
piane of gross error in State coordinates 

(distance and angle).
Limitations of relation motion control process 

(Fig. 3.) are represented on a piane of a gross error 
as a lines, separated the areas:

• Indicator modę, where the control
command errors exceed the initial
measurement errors, and consequently the 
approaching control is inexpedient;

• Possible tethering control, where the 
spacecraft manoeuvrable capabilities 
provide it docking with given finał 
parameters of relative movement;

• Possible spacecraft station keeping on
secure distance from object of
approaching;

• The secure divergence of two space 
vehicles, where the minimum spacing 
interval between them during manoeuvre

fulfilment does not become less than 
given.

between them.

3. Principles of the intellectual 
scheduler construction

During a spacecraft docking with orbital 
station, one of major is the problem of a spacecraft 
rational trajectory selection. Its solution allows to 
eliminate (or to minimise) a capability of abnormal 
situations originating, and also to reduce fuel 
consumption, that is one of the major factors 
during a docking process. The offered scheme of 
the spacecraft mission control organisation allows 
to select a trajectory of a spacecraft docking at 
every moment of time, on the basis of the available 
information about a current position, motion 
direction and velocity of spacecraft, in view of 
engines design features, and, depending on control 
modę, to give: a) the applicable guidelines to an 
astronaut (manuał docking modę), b) the applicable 
commands on the spacecraft Controls.

The kemel of a developed system is the 
intellectual scheduler (IS), where is realised one of 
the most effective methods of dynamie processes 
control, based on the individual plan generation 
(correction of previous plan) for a current system 
State in each moment of time (dynamie scheduling) 
[2,6]. Thus, there is arising a problem of building 
plans for behaviour control of active object, 
depending on stages and current goals. Plan -  is a 
seąuence of commands (operators) with computed 
values of parameters. These commands can be 
described by setting preconditions (conditions of 
precedent), list of attachments and list of
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omissions. Conditions of precedent - formula, 
which realisability one depends on a current State 
of the spacecraft and control zonę.

1S represents solver (generator of plans), 
integrated with knowledge base, maintains 
knowledge about the outer world, and with the 
database maintains the description of a system and 
all its previous States [4,5]. Schematic structure of 
intellectual docking process system is shown at 
fig. 4.

Fig. 4. Intellectual docking process system 
schematic structure.

The common algorithm of the scheduler 
includes following actions:

1. Check the target State reaching.
2. Get the necessary information about 

current system State from the database.
3. Get rules, applicable on existing facts, 

from the knowledge base.
4. Applying of th e  rules extracted  from  a 

knowledge base, thus updating  
information about current sy stem  State.

5. Check knowledge base for availabi!ity of 
applicable rules, if there are no applicable 
rules, then go to 6, else go to 3.

6. Build n ew  se t o f  su b -g o a ls  on  the b ase o f  
current sy stem  State an a lysis.

7. Rebuild the plan, corresponding to the 
new set of sub-goals, by adding new and 
deleting of unrealisable rules.

8. Send the plan on fulfilment.
9. Go to 1.

In given algorithm the methods of deliberative 
scheduling (dynamie scheduling with time 
limits)[2,3,6] are used.

System of rules depends on control zones (see 
fig. 3) and control tasks (tethering, station keeping, 
divergence). Zones arrangement varies 
dynamically, i.e. supposed, that each moment of 
time the spacecraft position is calculated on the 
base of its relational velocity, using special 
algorithms [2]. Procedurę of spacecraft position 
calculation works in knowledge base and the

outeomes stored in database. Let see the fragment 
of system of rules of control system (scheduler):

1. If the spacecraft is in a zonę of indicator 
modę, then control is not present.

2. If before the entrance of the spacecraft in 
a zonę of active approaching remained 
some time (minimal time reserve), then 
tum on negative tangential acceleration t 
to the spacecraft, to reduce a gross error 
Д.

3. If before the entrance of the spacecraft in 
a zonę of a safe divergence remained 
some time (minimal time reserve), then 
tum on positive tangential acceleration t 
to the spacecraft, to inerease a gross error 
Д.

4. If before the entrance of the spacecraft in 
a zonę of non computational contacts 
remained some time (minimal time 
reserve) and we have a task of 
approaching, then tum on negative radial 
acceleration r to reduce radial ve!ocity cą 
and turn on negative tangential 
acceleration t to the spacecraft, to reduce 
a gross error Д.

5. If before the entrance of the spacecraft in 
a zonę of non computational contacts 
remained some time (minimal time 
reserve) and we have a task of 
divergence, then tum on negative radial 
acceleration r to reduce radial velocity cą 
and tum on positive tangential 
acceleration i to the spacecraft, to 
inerease a gross error Д.

6. If before reaching the boundary of station 
keeping some time (minimal time 
reserve) is remained, then tum on 
negative radial acceleration r.

7. If relative velocity Vre| is negative, then 
tum on positive radial acceleration r.

4. Conclusion

Realisation of the intellectual scheduler for 
approaching and docking processes of space 
vehicies management will allow to decide many 
problems of safety, arising during space flights and 
will reduce number of emergency situations. The 
demonstration prototype of a system, using concept 
of motion objects intellectual control, which can be 
used in various areas of practical application, is 
now developed.
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Abstract
The approach o f obstacle detection in this paper is 

considered. This approach is based on two sequential 
snapshot analysis. The methods o f corresponding 
points finding are considered. We are using edge 
detection algorithms for this method approbation.

1. Introduction

The development of the algorithms for mobile robot 
control is the actual problem. The basie task for such 
robots consists in achievement of the given point in 
environment with optimal route, avoiding collision with 
the obstacles.

The main problem is learning of robot to be guided 
in some premise (laboratory, room), that have firm fiat 
horizontal floor. The robot is equipped via system of 
ultrasonic sensors located on perimeter and the inffared 
scanner, that give a picture in a piane at height 50 sm 
ffom the floor surface in a rangę 180° and radius 2m 
from center of the robot. As was mentioned, such 
system of sensors provides good control of the robot in 
the event that the obstacles on height have been got in a 
piane of the robot review, otherwise it is necessary to 
use additional sources of the information about an 
environment for collision prevention. Such source of 
the information can be served by a videocamera 
established on the robot. It gives the junction-type 
image of environmental conditions on the basis of 
which it will be possible to determine the form, sizes 
and situation of obstacles that are not situated in sight 
of sensors.

2. Methods of obstacles search, based on 
the videoimage

It is necessary to extract two approaches for task 
decision of obstacle allocation. First of all one of them 
can be considered as passive.

Above-mentioned approaches are based on study 
of one instant snapshot from the camera, extraction 
and recognition on this image of suspicious zones. 
In a basis of this approach, as a rule, the rather 
worked techniąue of the scene is used [4, 5]. Use of 
such passive methods has the advantages. Besides, 
as passive it is possible to consider methods 
connected to recognition of some key information. 
As example the special figurę on a floor assisting to 
distinguish it from obstacles, or lines specifying 
allowable routes, can be served. All this should be 
used, when there is an opportunity beforehand to 
facilitate a task of the robot orientation in a room. 
However it is obvious, that the passive methods are 
not universal and in a generał case with their help it 
is impossible to receive complete spatial
representation of the room. Therefore active 
methods using idea of stereo-vision are often 
applied. A number of the authors have considered 
an opportunity of distance up definition to 
obstacles, using two cameras, that can be carried in 
space. This allows to complete three-dimensional 
representation about an observable scene to be 
received by processing two images obtained from 
two points in the space.

The systems on the basis of the image processing 
via one videocamera were already submitted by 
some foreign scientists and certain decisions for 
some special cases are already received. The 
difficulty of processing is that on the basis of a fiat 
picture of an environment it is impossible to receive 
volumetric representation about terrain. Therefore 
we have offered idea to use a movement of the 
robot for reception of the image of space in front of 
the robot from two points. This idea is based on 
simple supervision, according to which person 
much easier determines distance up to a subject, if 
the subject is moved (comes nearer or leaves) in a 
field of sight. That is the representation about a 
scene can be received by comparative processing of 
two consecutive snapshots received by movement
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of the robot. It is necessary to tracę the moving of 
details on the second snapshot concerning first, and 
thus to determine a location of the objects in three- 
dimensional space. The problem is divided into 2 basie 
subtasks. The first subtask is to distinguish some detail 
from the first snapshot on the second snapshot and to 
determine displacement. Second one is to determine its 
coordinates in space via displacement of a detail. On 
the basis of this information it is possible to make a 
conclusion about detail belonging to piane floor and, 
hence, whether it is possible to consider it as a part of 
an obstacle.

3. Search and tracking of the image 
details on two snapshots

This task is analogous to a task of the large image 
fragment search that most similar on the given smali 
fragment. For its decision various spectral and neural 
networks algorithms can be used [1-3, 6]. The task 
becomes simpler and it is possible beforehand to 
predict in what direction the fragment on the second 
snapshot will be displaced. That is the size of space for 
search can be considerably limited and then dimension 
of a task and time of search are reduced.

Besides it is necessary to develop the method for 
definition of perspective details in the image for which 
the moving can be easier traced (easily to separate from 
an environmental background). It is desirable that these 
details should be edges of an obstacle, that is key points 
in space, on which it is possible authentically to define 
the form of obstacles. For their finding the various 
algorithms for allocation contours, sides of objects 
extraction, and also heuristic algorithms designed for a 
specific room with known obstacles can be used. One 
of the approaches that allow strongly to simplify this 
problem can be considered as the follo^ing. Ali key 
points of obstacles in a room are pasted by the use of 
some labels and therefore we have opportunity to 
recognize then on the image from the camera. For 
example, it can be sheet of the given color (for the color 
camera) or some symbol (for black-and-white camera). 
The labels are easily allocated on the first snapshot and 
their displacement on second snapshot is easily traced. 
Certainly, this approach is not necessary for orientation 
in a unfamiliar room, where beforehand it is impossible 
to put labels. However this approach can be very 
valuable at a debugging stage of a robot.

Next approach is universal. It based on edges 
detection and key points definition on them. As key 
points we consider angles on the images, and such 
unusual edges as circles, ellipses.

First approach is not appropriate to apply, 
because this system must be working in unfamiliar 
conditions, but this approach can be considered as 
variant for known rooms for morę precision 
navigation.

Second approach is morę complex, because it is 
necessary to extract much details from image and it 
demands complex scene analysis.

Images, which we have got from videocamera 
have much color information, and it is necessary to 
reduce this information. Next features from the 
images: edges, which contain lines and unusual 
points, should be extracted.

For solving this problem we need to apply some 
filtration algorithms. We must make this images 
morę simply.

One of approaches to this simplifying is color 
reduction. For example if we have 256 colors 
image, we can reduce them to 64 colors without 
losing significant information.

Next step of image transformation is edges 
detection procedurę. We can use some approaches 
for edges detection. Morę known ofthem are Sobel 
and Kalman filters, Hadamard transformation.The 
results of edge detection presented in the fig.4.

As shown in figures it is possible to allocate sets 
of lines and to tracę them from displacement on the 
following snapshot. We have considered heuristic 
approaches for this problem solving.

We have carried out some of heuristic algorithms 
for unusual key points definition on the first 
snapshot. We must find them on the second 
snapshot. The main aim of this algorithms is finding 
of such points or objects, which it is simply to find 
on next snapshots (ends of lines, angles, 
intersections). These algorithms are based on 
various approaches such as masks applying to 
transformed image.

4. Algorithm for definition of a point 
coordinates
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Figurę 1 An arrangement of coordinates 
axes and piane of a floor in a field of the 
robot sight
We shall consider a case represented in a fig. I. The 

robot is forward moved on a floor piane in а V 
direction, the camera is directed in that direction. Let's 
arrange axes of coordinates as shown in a figurę 1, and 
we shall establish a point 0 on the center of the camera. 
The axis Z will be forward directed, and X and Y - to 
the right and downwards.

Figurę 2. Point coordinates calculation.

Let’s robot moved and has passed distance d 
between points А/ and A2, in each of which the image 
of a room on a course of a movement (fig. 2) was 
received. Let there is a point Q that for simplicity are 
placed directly on a direction of a movement without a 
deviation on an axis X. That point is allocated both on 
first, and on the second snapshot. On a deviation of a 
point from center of the image, knowing the camera 
resolution, it is possible to determine corners <Xi and a 2 
(see fig. 2). Let's determine coordinates of a point Óin 
the moment, when the robot is in a point A2.

Then
a2 _ d 

sin a x sin у
where a2 - distance AtQ

Asy=  a 2-cci, and z, = a2cos a 2, that

_ d sina , cos a 7 
sin(a2 - a x)

Similarly the following relation can be
received:

_ d sinax sin a 2

i

sin(ar2 -  a x)

Figurę 3. Experimental snapshot

Figurę 4. Detected Key points at the floor piane.
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These formulas are easily extended for a three- 
dimensional case, when it is necessary to determine 
coordinate xt. Thus it is possible to consider a point in 
two planes, perpendicular according to axes X  and Y. 
We know vertical and horizontal resolution of the 
videocamera, then we know angles of reviews on the 
key point:

_ d sinaxX cos a x2 
sin (ax2- a xl)

d sina , sin a 2
y t = ■: V 1----------7~sin(a>2 - a yX)

_ d sinaxl sin a x2 
sin( « ,2 - a xl)

On the fig.3 the original videoimage is presented. 
After image processing we obtain the first snapshot 
with detected edges. Then we get next image from 
videocamera and do same transformations. The 
transformed images in fig.4 are presented. On the basis 
of z, and y, it is possible to make a conclusion about a 
location of a researched point in space. It should be 
noted that the most important information is it’s 
belonging in space on an axis Y for a floor piane. The 
key points which are detected in the floor piane only 
are shown.

5. Conclusions

The above mentioned algorithms effectively used for 
reception of a spatial picture of environmental 
conditions, i.e. the construction of a spatial map of 
terrain is madę possible. However on a way of the 
decision of this task there are many difficulties, such as 
shadows, reflections, sharp changes of environmental 
conditions and etc. The difficulties also arise with 
moving objects. This algorithm is basically applicable 
for the static obstacles that are saved their location in 
space. However given algorithm has also number of 
advantages, such as:

The optimality of realization ffom the point of 
view of hardware expenses, that is the using of one 
videocamera for formation of a high-grade picture 
of environmental conditions is possible.

As the image should change on beforehand 
determined law, the task of definition of the 
appropriate key points on the image is rather 
simplified in realization.

Operating with smali volumes of the 
information, that considerably improves stage of the 
image processing and acceptance of the decision.
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Abstract
In this paper, the paltem recognition characteristics 

of the Artificial Neural Networks (ANNs) are usecl to realise 
a real decoder for Dual Топе Multi Freąuency signals used 
in the telecommunication field. A new neural architecture, 
the Multi Leaming Vector Quantization (MLVQ) network, 
is proposed It offers both greater efficiency in decoding 
and less sensitmty to noise. In order to solve the problem 
regarding input signal synchronisation, a pre-processing 
phase is organised Respect of the timing parameters 
required by the international recommendations is assured 
by implementing a Finite State Machinę (FSM). The 
prototype decoder has been realised by implementing the 
pre-processing phase, the MLVQ network and the FSM on 
the TMS320C30 Digital Signal Processor. The decoder has 
been tested according to the ITU-T Q.24 and Telcordia 
Recommendations by means o f a PC-based automatic 
measurement station The test results are given and 
compared with those obtained by a traditional decoder and 
by a decoder based on the Multi-layer Perceptron ANN.

Keywords: Artificial Neural Networks, DTMF,
Telecommunication, Measurement.

1: Introduction

An increasing number of studies have been carried out 
on the Artificial Neural Networks (ANNs) in different areas 
of research. In some problems, they are morę efficient than 
the conventional algorithms and represent an interesting 
tool for advanced research and applications. In paiticular, 
the ANNs promise to be morę efficient at recognising and

distinguishing complex vectors according to their ability to 
generalise and form some intemal representations of the 
supplied input signal. These abilities make them very useful 
for the Dual Tonę Multi Freąuency (DTMF) signal 
decoding.

The DTMF signals are commonly used in touch- 
tone dialling applications [1], home automation via a 
personal Computer [2], interactive banking and 
reservation systems. They correspond to one of twelve 
touch-tone digits (0-9, *, #) of the telephone keypad 
and are the sum of a Iow freąuency tonę (typically 697 
Hz, 770 Hz, 852 Hz and 941 Hz) and a high freąuency 
tonę (typically 1209 Hz, 1336 Hz and 1477 Hz). AU the 
DTMF freąuencies have been carefully chosen in order 
to avoid problems with harmonics and distortion.

DTMF signal decoding is very difficult in real 
situations. Difficulties arise by a conseąuence of (i) noise 
presence, and (ii) freąuency and amplitudę errors m the 
generation of the two tones constituting the signals [3, 4]. 
Others difficulties arise from the international 
recommendations [5, 6] that establish the parameter 
values to be respected by real DTMF decoders. These 
parameters are veiy restrictive and concem both (i) the 
signal characteristics, and (ii) the decoding time interval.

Several ANNs could be utilised for DTMF signal 
decoders. The Leaming Vector Quantization (LVQ) 
network [7] shows the greatest benefits with regard to 
the characteristics of simplicity, model free 
classification, and performance.

Nevertheless, the original LVQ network does not 
permit the realisation of a decoder, which completely 
satisfies the reąuirements of the international 
recommendations.
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This paper proposes a solution based on the new 
Muld Lcaming Yector Quantization (MLVQ) network 
This architecture is characterised by several LVQ 
networks woiking in parallel, each one classifying the 
sampled signal synchronised at a different time instant

The prototype of the neural-based DTMF decoder has 
been realised by implementing the MLVQ network on a 
Digital Signal Processor (DSP). This prototype permits 
testing of the decodePs performance according to the 
intemational recommendations. Respect for the timing 
parameteis is assured by oiganising and implementing a 
Flnite State Machinę (FSM).

Л11 the testing procedures reąuire subjecting the 
decoder to several DTMF signals with speciflc 
characteristics and, consequently, are both complex and 
veiy time consuming.

In order to speed up the testing procedures, a 
computer-based Automatic Measurement Station 
(AMS) has been designed and realised.

Finally, the results of the tests perfoimed by the AMS 
aie given and discussed. These results are also compared 
with those obtained by a decoder based on the Multi-ląyer 
Perceptron ANN [8, 9] and by a traditional decoder based 
on a modificd Disciete Fourier Transform (DFT) [10]. AU 
the decoders tested are implemented on the same DSP 
boarcL

2: The neural DTMF decoder

2.1: The LVQ and the MLVQ network

The MLVQ network is a particular neural structure 
based on the original LVQ network proposed by T. Kohnen
[7]. This last has been modified in order to tealise a neural 
structure able to decode the DTMF signals in the teal 
situadons according to the requitements of the intemational 
recommendations.

Given N classes of d-dimensional vectors and a yector 
xe9td, the LVQ neural network classifies x by 
individualising the class to which it belongs. For this 
purpose, the ANN needs a tiaining phase, in which a 
teference yector, caUed the codebook is determined for 
each class. Next, tlie LVQ network classiftes a vector 
indiyidualising tlie codebook, which best matches it The 
most commonly used matching funcdon (or metric of 
similarity) is the Euclidean distance deftned as:

de(x.y )= X (xj "У])2 (D
H

The matching funcdon used in this paper is, however, 
the normalised dot product deftned as:

dx(x.y )= X (xj 'y j)  (2)
1=1

The błock diagram of the neural DTMF decoder is 
depicted in fig.l.

Before applying the signal to the MLVQ network, the 
p r e -p r o c e s s in g  phase occurs. In the n o r m a lis in g  błock, the 
sampled DTMF signal is normalised.

Successively, in dte sy n c h r o n is in g  błock, the 
synchronising value among die samples is detected in order 
to synchronise the input signal for the successivc 
classiiicadon. FinaUy, in the yector o r g a n is in g  błock, the 
appropriate input yector is applied to the MLVQ network.

Tlie M L V Q  błock performs the signal classiftcation. 
Each błock is designed according to the MLVQ networks 
working cliaracterisdcs.

In what foUows, thcreforc, the MLVQ network is 
examined before the pre-processing błock

DTMF
signul

Pre-processing
L_»i , , ,  V ector

Noiinulising q  Syiiclutmisiiig Oi^anising

Fip. 1 The Błock diapram of the neural decoder.

where dte vectors x and у are preyiously normalised. 
Experimental tests have shown that the dot product is more 
accurate tłum the Euclidean distance in the case under 
examination.

The input layer of die LVQ network (fig.2) is 
connected direcdy to the hidden layer without weighting the 
signal. The neurons of die hidden layer calculate the 
matching funcdon between the input yector and their 
associated codebook according to (2). Each codebook 
corresponds to a digit (0-9, *, #).
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The output layer neuron calculates the winning 
matching function as being the largest amongst the output 
of each hidden layer neuron in order to deteimine the 
detected dual-tone. In order to correctiy classify the DTMF 
signals, the LVQ network needs the input vector to be 
opportunely synehronised. The input yectoris appliedto the 
LVQ network in such a way that the synchronising value is 
the input to a pre-fixed neuron, chosen as reference one.

The absolute peak value is used as the synchronising 
value. Problems arise frorn the presence of noise, which 
causes errors in decoding the absolute peak and 
consequcndy an incorrect synchronisation. One solution is 
to consider moro than one synchronising value. In this 
manner, the DTMF signal is classified by matching the 
codebooks with the rcal signal in the neighbour of each 
synchronising value. Several LVQ networks working in 
parallcl are used. Each LVQ network eyaluates the winning 
matching function (2) for the input yector corresponding to 
each synchronising yalue. At the end, the valid decoded 
DTMF signal is established selecting the largest of the 
winning matching functions.

The realiscd decoder is otganised by employing the 
Muld Leaming VectorQuantization (MLVQ) network. The 
MLVQ network consists of a neural structure in which 
morę than one identical LVQ network can be identified. 
Fig. 3 shows the błock diagram of the used MLVQ 
constituted by four identical LVQ networks working in 
parallcl in order to classify the input yector. The output of 
each LVQ is the couple constituted by tire number 
associated with the decoded DTMF signal and the value of 
the winning matching function. The S e le c to r  błock 
eyaluates the largest of the yalues of the winning matching 
function belonging to the four LVQ networks. Only if this 
yalue exceeds a fixed threshold, is the corresponding 
DTMF signal assumed to be yalid.

2.2: MLVQ network design

The number of synchronising yalues, corresponding to 
the number of the LVQ networks, and the number of input 
neurons for each LVQ network, depends on (i) satistying 
the intemational recommendations for DTMF decodets, 
and (ii) the sampling freąuency of the DTMF signal. By 
taking into accountthese problems, and in order to make the 
decodcr robust, less sensitive to the presence of noise, the 
sampling frequency of the tealised prototype has been set to 
8kHz. In this manner, it is possible to choose four 
synchronising yalues inside the time interval equal to 7.5 
ms, corresponding to 60 samples. These yalues are: (i) the 
fiest two posidye absolute peaks otdeted accotding to 
amplitudę, and (ii) the first two negatiye absolute peaks also 
ordeied accotding to amplitudę.

Fig. 3 The flow schenie of the DTMF decoder 
realised employing the MLVQ.

Seyeral experiments have shown that the MLVQ 
network with 90 samples for each LVQ network is able (i) 
to decode the signal in satistying the intemational 
recommendations, and (ii) to minimise the memory 
required once implemented on the DSP.

The LVQ network is trained in such a wąy that the 
input yector includes some elements both preceding and 
following the synchronising yalue. The optimal choice, 
accotding to the working characteństics of the LVQ 
network, is to set the reference neuron in the 60d> position of 
the input layer, this neuron's input being the synchronising 
yalue. The sampled yector, therefore, is otganised, in the 
o r g a n is in g  błock of fig. 3, so that
♦ the synchronising yalue is sent to the 60Ul neuron;
♦ the samples before the synchronising value are sent to 

the neurons preceding the 60*';
♦ the samples after the synchronising yalue are sent to the 

neurons following the 60U|.
With this organisation of the input yector, the number of 
neurons of the input layer is set accotding to the worst case:
1. with synchronising yalue in the 60ft position, the input 

yectoris sent to the neurons from 1 to 90;
2. with synchronising value in first position, the input 

yectoris sent to the neurons from 60 to 149.
In conclusion, the LVQ network with 149 input layer 
neurons must be used (fig. 4).

2.3: The pre-processing phase

Once the characteństics of the MLVQ network are 
established, each błock of the pre-processing phase can be 
designed.
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input neurons, 12 hidden neurons, and 1 output 
neuron. The 60lh neuron is the reference neuron.

In the n o r m a lis in g  błock, the signal is sampled and the 
Euclidean norm of the input vector is evaluated. The 
nonnalised vector is thcn calculated. The output of the 
n o rm a lis in g  błock is, thereforc, the nonnalised vectorof the 
90 elements sampled at 8kHz.

Ihe four sy n c h r o n is in g  blocks opcrate in parallel and 
in a similar way. The only difference is the synchronising 
value assumed in each błock In particular: (i) S y n c M l  

refeis to the absolute maximum peak va!ue in the fnst 60 
elements of the input vector (Fig.5a), (ii) S y n c h # 2  to the 
second maximum peak onlered acconding to amplitudę in 
the fust 60 elements of the input vector (Fig.5b), (iii) 
S yn ch # 3  to the absolute negative peak value in the fust 60 
elements of the input vector (Fig.5c), and (iv) Sy n c h # 4  to 
the second negativc peak oidercd acconding to amplitudę in 
the flrst 60 elements of the input vector(Fig.5d).

The four o r g a n is in g  blocks operate in parallel. In 
particular, (i) O r g # J  provides the corresponding LVQ 
network with the input vector in which the positive absolute 
l>eak value is the input of the reference neuron (Fig.5a), (ii) 
O r g # 2  provides the conesponding LVQ network with the 
input vector in which the second positive peak value 
onlered accotding to amplitudę is the input of the reference 
neuron (Fig.5b), (iii) O r g # 3  ptwides the corresponding 
LVQ network with the input vector in which the negative 
absolute peak value is the input of the reference neuron 
(Fig.5c), and (iv) O r g # 4  provides the corresponding LVQ 
network with the input vector in which the second negative 
peak value onlered accotding to amplitudę is the input of 
the reference neuron (Fig.5d). O r g # 3  a n d  # 4  operate the 
sign inversion of the samples. In this manner, because the 
DTMF is a symmetrieal signal, the need to train the LVQ#3 
and #4 witli different training sets is avoided.

d)
Fig. 5 Synchronising values detected in the flrst 60 
elements and organisation of the input vectors to be 
sent to the four LVQ networks. The synchronising 
value, sent to the 60"1 reference neuron, corresponds 
to a) the 22nd sample, b) the 54lh sample, c) the 38,h 
sample, d) the 58th sample.
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3: LVQ network training

The training set is organised as follows:
1. 10 signals foreach DTMF;
2. each tonę constituting the DTMF signal has a maximum 

amplitudę eąual to 1;
3. an input vector with 149 samples and its maximum 

peak in the 60* position.
The ANN is trained using the LVQ2 algorithm [7]. 

This last works as follows: let be x a vector of the training 
set and mw the winning codebook according to (2). This 
codebook is updated by using the rule:

niwO+l^m^OtocO^-nUt)] (3)

The plus sign is used if x and mw belong to the same class, 
the minus sign otherwise.

This process is repeated for 20-25 iterations for each 
vector of the training set. The oc(t) training coefficient 
(ranging in 0 to 1) is empirically determined. A larger value 
is usually adopted during the first iterations, while a smali 
one is preferred for the last ones.

In the production phase, only 90 element vectors are 
sent to the LVQ network. The input of the other neurons is 
set to zero. Fig. 4, for example, shows the input vector s 
with a synchronising value in the 31я position. 
Consequently, the 30lh to the 119lh neurons have the vector 
element Sj as input; all the other neurons have the input set 
to zero. Other examples are shown in fig. 5.

Owing to the architecture's ability to generalise and the 
optimal choice of the neuron number in the input layer, the 
LVQ network is able to correctly decode the DTMF signal, 
opportunely synchronised, even if the input vector utilised 
in the production phase is slightly different ffom the vector 
ofthe training set,

4: The Finite State Machinę

In order to satisfy the ITU-T Q.24 timing 
specifications, a Finite State Machinę (FSM) (fig. 6), which 
supervises the decoding process, is implemented. In order to 
guarantee the minimum accepted dual-tone length, the input 
signal is assumed to have been decoded if in two successive 
time decoding Windows the result of the MLVQ network is 
the same. Moreover, the FSM allows avoidance of 
erroneous double-registration of a signal if reception is 
interrupted by a short break in transmission.

The FSM is controlled by two Boolean variables, valid 
and same, computed in each time decoding window. Valid 
is true if a valid DTMF is detected, while same is true if the

decoded digit is the same as the previous one. The FSM 
starts in the State S0 and waits for a valid DTMF signal.

If all the ITU-T Q.24 timing specifications are 
satisfied, the dual-tone is completely decoded in transition 
to State S2. From the state S2, the FSM awaits a pause 
signal before retuming to state S0.

5: DTMF decoder implementation on the DSP

Once trained, the pre-processing phase and the MLVQ 
network are implemented on the DSP TMS320C30 by 
Texas Instruments fl 1]. This DSP is a 32-bit floating-point 
processor, which can execute operations at a performance 
ratę of 33.3 MFLOPS (millions of floating point 
instructions per second) and 16.7 MIPS (millions of 
instructions per second). It is installed on an Evaluation 
Module Board (EVM) equipped with the additional chip 
TLC32044 used for the sampling section. The maximum 
sampling frequency of the ADC is 19.2 kHz.

The codebooks are recorded on the DSP memory into 
an array. The use of the array instead of the matrix makes 
Processing morę efficient because only one access is needed 
instead of the two accesses required by a matrix. The 
required data memory is 1788 words. In order to efficiently 
implement the decoding process, a pipeline is realised on 
the DSP between signal sampling and processing. While the 
signal is being sampled, the processor analyses the signal 
sampled in the previous time decoding window. This 
approach allows the implementation of the FSM and, 
consequently, the satisfaction of the timing requirements.

6: The automatic measurement station

In order to test the DTMF neural decoder according to 
all the intemational recommendations, the Automatic 
Measurement Station (AMS) has been developed. The 
AMS uses as its software environment LabVIEW [12] and 
as its hardware, a PC equipped with a Data Acquisition 
(DAQ) board madę by National Instruments (fig. 7).
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It is able both to generate accurate DTMF signals and 
to acquire the digital signal generated by the decoder, in 
order to determine the correspondence with the generated 
DTMF signal. In this way, it is possible to both easily and 
quickly judge the decoder performance. At the end of each 
test, a report is fumished in order to summarise the results.

6 .1 : H a r d w a r e  d e s ig n

The DAQ board is the LabPC-1200 [13]. This is a 
multifunction I/O, corripatible ISA board. Its voltage input 
rangę is software programmable for 0-10 V (unipolar) or ±5 
V (bipolar). The LabPC-1200 has a 12-bit ADC with a 
maximum analogue signal resolution of 24.4 uV. The 
single-channel-sampling ratę of the ADC is 100 kS/s. This 
board has two double-buffered 12-bit DACs that are 
connected to two analogue output channels. Each channel 
can be independently configured through software for either 
unipolar (0-10 V) or bipolar (±5 V) operation. The 
resolution of the 12-bit DAC is 2.44 mV in both cases.

6 .2 : S o f t w a r e  d e s ig n

The software of the AMS is organised according to the 
flow scheme of fig. 8. The main blocks are Test Selection, 
Test Procedurę, l/O Interface and Test Results.

Test Selection allows the test to be both the ITU-T 
Q.24 and Telcordia Recommendations. The ITU-T Q.24 
Recommendation includes the recommendations of the 
NTT, АТ&Т, ETSI and the Australian and Brazilian 
Administrations. Moreover, the user can fix both the 
number and characteristics of the test signal in order to 
guarantee respect of parameters imposed by the 
recommendations.

Test Procedurę is organised to automatically set the 
characteristics of the test signals according to the previous 
selected test. This procedurę includes the following: 
Frequency Deviation Test, Power Level Test, Twist Test, 
and Timing Test.

Fig.7 Measurement station for testing the decoder.

Fig. 8 The flow scheme of the AMS.

The l/O Interface includes the two procedures: (i) 
DualTone creates the DTMF signal with assigned 
characteristics, and (ii) DAQlnterface administers 
communication between the AMS and the decoder by using 
the DAQ board. The Test Results generates the finał report 
in order to evaluate the results.

7: Experimental results

In order to test the MLVQ based DTMF decoder 
implemented on the DSP, the AMS has been mounted as 
shown in fig.7. In tab.l, the test results are shown and 
compared with those of the decoders based on a MLP 
network [8,9] and on a modified DFT [10].
Compared with the others, the MLVQ decoder shows:
• less sensitivity to frequency distortion of each tonę 

constituting the DTMF signal;
• less sensitivity to the power level of the signal; indeed, 

it is able to decode signals with lower amplitudes;
• greater capability to decode dual-tone with a difference 

in power level between the two tones (twist);
• less sensitivity to noise presence on the DTMF signals.

Moreover, the DTMF test tapes have shown that the 
talk-off performances are good. Indeed, the MLVQ decoder 
has no false detection when invalid DTMF signals (such as 
speech) were input. For this test, the Telcordia test tapes 
were used.

The test results show that the MLVQ decoder meets 
the ITU-T Q.24 and Telcordia Recommendations.
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Parameters DFT MLP MLVQ
Freąuency Tolerance [%] <2.1 <1.8 <1.9

Min. power level [dBm] -30 -31 -32

Normal Twist [dB] <8.3 <4.6 <11.0

Reverse Twist [dB] <4.3 <4.6 <9.0

Min. accepted tonę length [ms] 27.00 18.75 22.50

Мах. rejected tonę length [ms] 39.00 18.75 33.75

Pause duration [ms] 29.00 * 33.75

Signal interruption [ms] 14.00 ★ 22.50

Talk-off 141 0 0

Signal-to-Noise Ratio [dB] £18 >14 >12

* These parameters are not evaluated because the tested MLP-based 
decoder does not include the satisfection of timing parameter.

T ab . 1 T est resu lts a cco rd in g  to  IT U -T  Q .2 4  and  
T elco rd ia  R ecom in en d ation s.

In particular, differently from the MLP decoder, in the 
case of the MLVQ decoder the timing respect is assured by 
the FSM implementation.

In tab. 2, the implementation specifications of the 
DSP-based decoders are shown. The MLVQ decoder 
requires a greater data memory than the DFT decoder. 
However, the memory required by the MLVQ decoder is 
less than the available memory on the DSP. On the 
contrary, the MLVQ decoder is characterised by a 
Processing time (sum of the sampling time interval and the 
algorithm processing time interval) shorter than the 
Processing time of the MLP and DFT decoders, 
implemented on the same DSP board and using the same 
sampling frequency of 8kHz.

Other tests were executed in order to evaluate the 
minimum A/D Converter (ADC) resolution. For the MLVQ 
based decoder, the minimum ADC resolution is 6 bits, 
while the MLP-based decoder needs, at least, an 8 bit ADC 
to correctly decode all the DTMF signals as shown in [8, 9].

Parameters DFT MLP MLVQ

Sampling interval time [ms] 26.60 18.75 11.25

Algorithm processing time [ms] * 9.00 7.25

Processing time [ms] 26.60 27.75 18.50

Data memory [words] 150 3060 1788
łThe DFr algorithm works completely in the time interval between two 

successive samples

T ab .2  Im p lem en tation  sp ecifica tion s o f  th e  d ecoders.

8: Conclusions

This paper has proposed the use of a new ANN, the 
Multi Leaming Vector Quantization (MLVQ) network, for 
DTMF decoders. The MLVQ decoder has been realised 
and implemented on the Texas Instruments DSP 
TMS320C30. Due to the intrinsic characteristics of the 
MLVQ network, the adopted Solutions allow the possibility 
of obtaining a faster and morę robust decoder.

The experimental tests have confirmed that the 
presence of speech and musie is no longer a problem. The 
neural decoder meets the ITU-T Q.24 and Telcordia 
Recominendations. Moreover, the MLVQ decoder shows 
Iow sensibility to noise presence and, consequently, can be 
used successfully in real applications characterised by a 
high level of noise.
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Abstract
Application of the temporal processing 

neural networks (TPNNs) to the speech 
recognition is justifled by the naturę of the task. 
Indeed ASR is a seąuence recognition problem 
and assumes incorporation of time into decision 
process. Static models treat elements of seąuence 
as independent pattems, which is clearly 
unrealistic. On the other hand temporal 
Processing nets, built on the basis of multilayer 
perceptrons give us a hope to dismiss this 
assumption.

1. Introduction

In our attempt to review the application of 
the neural networks in the task of speech 
recognition let us first make use of Marr theory 
briefly reviewed in [1]. In accordance with it 
“any comp!ex information-processing system 
can be studied with respect to three distinct 
levels of description”:

1. Computational level -  one for 
description of the goal of computation and 
justification why this goal is appropriate. Неге 
we would try to formulate the task of speech 
recognition. As we will see later although these 
formulations are ąuite diverse they share the 
common ground of pattem recognition problem,

which can be effectively solved with help of 
neural network approach.

2. Algorithmic level -  specification of 
particular algorithms served to achieve the task, 
specified at the previous level. Неге we will 
restrict ourselves to consideration of temporal 
processing neural networks (TPNNs) as opposed 
to static nets, which are already significantly 
covered in literaturę. We will present several 
views onto temporal processing networks, 
describe their meaning from the signal 
processing, theory of finite-state automata and 
probabilistic points. We would try to discuss the 
drawbacks of chosen approach also.

3. Implementational level -  specification 
of the details of realization of the chosen 
algorithm. Неге we will briefly discuss training 
algorithms developed for temporal processing 
neural networks.

2. The Speech Recognition Task

2.1 Phonetic Decoding

The earliest attempts to extract information 
from the speech utterances are at least one- 
century-old. They had their origin in works of 
linguists who declared phoneme as the most 
elementary speech building błock. From the
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point of view of modern generative phonetics 
this is not quite true. But let us formulate this 
task as follows: Phonetic Decoding -  static 
pattern recognition task with the aim to correctly 
classify samples coming from one o f the limited 
amount phone classes, phonetic transitions are 
assumed to take place instantly.

Practically, there are about sixty different 
phones distinguished in TIMIT corpus, which 
constitute the major allophonic realizations of 
phonemes in the English language. Decoding 
assumes that each phone has stable target, 
reached in the process of the generation. There is 
the problem with stops, their targets are very 
short periods of time with no airflow and thus no 
sound, that is why it is a common practice to 
distinguish two intervals of a stop: closure and 
release. There are also difficulties with 
recognition of diphthongs and triphthongs: they 
have respectively two and three targets 
successively reached during generation. In any 
case tuming the temporal signal sequence into 
spatial pattern and manipulating the amount of 
data fed to the classifier at a time one can find 
the optimal width of a pattern for phonetic 
decoding.

2.2 Isolated word recognition

In this formulation our job is to discriminate 
between speech utterances, which represent 
isolated words coming from the limited 
vocabulary. The word boundaries are assumed to 
be prespecified or found with the help of some 
external pause detector. There are two ways to 
extract information from the speech flow:

1. Extract limited amount of features from 
each utterance, which is in generał case is of 
variable length.

2. Extract limited amount of features per 
fixed time interval (phone or syllable duration), 
discriminate between those intervals and 
generate the word guess with the help of some 
kind of word temporal structure model e.g. 
HMM.

There are a number of drawbacks associated 
with this approach, among the most discouraging 
we can name:

1. Difficulties with outperforming 
coarticulation effects at the word boundaries in 
informal fast speech.

2. Difficulties with introduction of new 
words to the predefined vocabulary.

3. Impossibility to adequately model word 
pronunciation variations with the limited amount 
of features per word.

4. Grammatical forms are treated as 
different words.

Difficulties with introduction of new words 
can be outperformed with the help of 
representation of words as concatenations of 
syllables, which are modeled at the training 
stage.

2.3 “Voice control”

This is a task to recognize smali amount of 
simple commands, which are in most cases short 
sentences built from limited number of words, 
with some amount of variation of the exact 
formulation. This task has little difference from 
isolated word recognition problem, besides the 
fact that some additional information can be 
gained from simple grammar. Current State of 
speech recognition systems allows developing 
quite reliable “voice control” applications.

2.4 Continuous Speech Dictation 
Systems

This is the most difficult task of speech 
recognition. It presupposes usage of well- 
developed grammar and taking advantage of 
semantic context. Неге we set up a goal to 
correctly recognize an arbitrary “well-formed" 
sentence. Current continuous speech recognition 
systems produce a word sequence, which best 
fits to the perceived utterance as an output. The 
basie disparity of such formulation with the 
human way to recognize speech in the fact, that 
humans able to correct possible grammatical 
errors of the sentence while understanding the 
overall meaning, in other words 
“wellformedness” is not a generał precondition 
for correct recognition.

2.5 Meaning Extraction

This task is frequently associated with 
researches in the field of artiflcial intelligence, 
but from the speech recognition point of view 
meaning extraction task constitutes the most 
abstract representation o f utterance at the 
semantic level.

2.6 Various improvements

There were several attempts to compare 
human and machinę performance in various 
speech recognition tasks. The results show that 
while computers outperform humans in simple

118



phonetic decoding tasks, humans are much morę 
superior in morę complicated dictation and 
meaning extraction tasks. The main advantages 
of the human way to recognize speech are:

1. Large vocabulary;
2. Robustness to the environmental noise 

(so called “cocktail party effect”).
3. Speaker Independence -  The ability to 

effectively соре with pronunciation variations 
from speaker to speaker, regional dialects, 
foreign accents, etc.

4. Independence of speech ratę, ranging 
from quite slow and elear dictation to fast and 
often not complete informal conversation 
utterances.

2.7 Tier representation of speech

Most of the modes employed in recognition 
treat speech as sequence of some elementary 
events (pattems, which are classified by 
recognizer) sequentially concatenated to 
represent entire message. But linguists for a long 
time already regard the speech as the 
communication of information represented at the 
several tiers: articulatory-acoustic, phonological, 
grammatical, prosodic, and semantic. These tiers 
tightly interact with each other in both 
production and perception processes.

Modeling of such interaction would allow 
significant improvement of the recognition 
performance compared to the already developed 
Systems. Many research groups at the time 
focussed their efforts on this problem [2].

3. Usage of Neural Networks in 
Speech Recognition

3.1 The Basis

As one can see from the previous 
formulations of the speech recognition task, all 
of them share the common idea of statistical 
pattem recognition; To label incoming patterns 
with the probability o f misclassification being 
minimal. From the statistical decisions theory we 
know that classifier, which posses this property 
must assign to the incoming pattem X  a class 
C if the value of posterior probability 
P(C | X )  is maximum upon all possible 
classes. For proof see [3].

Following facts lay in the foundation of 
usage NN in speech recognition:

- Neural networks trained in classification 
modę happen to estimate such posterior 
probabilities (see [4] for proof).

- Neural networks can learn, in other words 
their parameters can be estimated from some 
training set automatically with the help of some 
learning algorithm, without explicit construction 
by the designer.

- NNs are massively parallel structures, and 
once properly implemented they can perform 
their computation very fast.

Neural network models form the broad class 
of semi-parametric models which is laying 
between two extremes: parametric models and 
non-parametric models. Semi-parametric models 
can be viewed as a compromise characterized by 
making less constrained assumptions about the 
process to be modeled than parametric approach 
while having moderate number of free 
parameters significantly smaller than in non- 
parametric modeling.

Many NN architectures were tried in the 
problem of Speech Recognition, among these we 
can name MLPs [4], RBF [5], TDNN [5], 
Recurrent Networks [5] and many other.

Static MLPs, their combination with HMM, 
RBF networks significantly covered in literaturę 
[3], [6], [7], [8] (as well as authors [9], [10],
[11]) and lay beyond the scope of this paper.

As the drawback of mentioned approaches 
we can name the fact that neighboring pattems in 
the sequence are treated as independent, it is a 
quite unrealistic assumption. We can at least 
potentially dismiss this assumption by 
incorporation time into network operation. 
Further we’11 consider only networks, which are 
built on the basis of multilayer perceprtons.

3.2 Temporal Processing with 
Neural Networks

Unlike static pattem classification in 
sequence recognition we understand that input 
spatial pattems come as a temporal sequence 
(figurę 1), and as a response we receive temporal 
sequence of network outputs. The relation 
between these two sequences is defined by the 
structure of neural network.
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Figurę 1. Schematic representation of the temporal processing

There are basically two methods of 
incorporating time into partem processing:

1. First way is to present a feed-forward 
network with some temporal window of input 
signal (figurę 2). Each time the output of such 
network is computed as a function of input 
partem seąuence of some finite length:

Thus there is a guarantee that network 
response for the input pattern sequence of finite

X(t)

Ii

to become focussed at the cost of additional 
weights.

Universal Myopic Mapping Theorem 
describes the computational power of the 
focussed TLFN. It can be stated as follows: Any 
shifl-imariant myopic dynamie map can be 
uniformly approximated arbitrary well by a 
structure consisting o f two functional blocks: a 
bank o f linear filters feeding a static neural 
network. (After [ 12])

2. Second way comprises an introduction 
of recurrent connections between the temporal

Y T
Y T

Y T

7 П - »

NN
Layer

Y(t)

Figurę 2. Time Lagged Feed-forward Network (TLFN)
length would be also finite.

We have to mention that there are two 
versions of TLFN: focussed and distributed. 
Focussed nets have temporal window only at the 
input, while each layer of distributed net 
possesses it’s own window, in other words time 
dependence is distributed through network. 
Distributed nets can be “unfolded through time”

window of chosen neuron output and neuron 
inputs of the same or previous level (figurę 3). In 
this situation feed-forward flow is no longer the 
only direction in which information can be 
transmitted within a network and each time 
network output is computed as a function of 
current input and intemal State of the network.
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Y(t)

Figurę 3. Recurrent Neural NetWork (NARX model)

Similar to TLFN we can introduce two 
versions: globally recurrent networks only use 
their outputs as a feedback signal, while in 
locally recurrent networks recurrent connections 
are introduced at the neuronal level.

Bounded input -  bounded output (BIBO) 
stability criterion is not suitable for RNN, their 
outputs are always bounded because of neuron 
saturating output nonlinearity (sigmoid function). 
This means that RNN’s are always BIBO stable. 
That is why discussion of stability RNN as any 
other dynamical nonlinear system must be done 
in the Lyapunov sense.

3.3 Delays: Tapped vs. Gamma.

Tapped delay linę, characterized by transfer 
function G (z ) = z~] (showed in figures 2 and 
3) isn’t the only possible way to incorporate 
short-term memory into network operation.

Let us define the memory depth D  as a first 
time moment of total impulse response hp of the 
delay linę of order p  :

D  =  ± t h p (t)  ( 1)
1-0

Memory depth characterizes ability of a 
delay linę to keep information about the past 
with a time flow.

Let us further define memory resolution R 
to be a number of taps per unit time interval. 
Memory resolution defines the ąuality of the 
representation of the past.

It can easily be seen that for tapped delay 
linę we have D  — p , R = 1 and their product
DR  =  p .

Let us now replace conventional tapped 
delays with a single pole discrete time filter with 
a transfer function:

G (z ) = ------ 1-------- , in which
z ~ (  1-/0

0 < p  < 2 , for the filter to be stable. (2)
This structure would constitute gamma 

memory delay linę introduced in [13], it could be 
shown (see [13], [7]) that in this case 
D  = p ! p  , R — p  and their product 
remains D R  =  p  .

With p  — 1 gamma memory represents 
ordinary tapped delay linę.

With p  <  1 gamma memory is able to storę 
morę distant occasions in the past (i.e. increase 
memory depth) with coarser memory resolution 
than conventional tapped delay linę. The 
parameter p  can be adapted to achieve the 
maximum performance.

3.4 Filtering Model.

Неге one can clearly see the analogy with 
FIR and IIR filters. Even morę, neural networks 
of such configurations can be viewed as a 
generalization of standard filters to the nonlinear 
filtering. As it was already discussed, the power 
of neural networks lies in possibility to 
approximate any finite nonlinear function with 
arbitrary precision. It should be noted also that 
spatial dimensionalities o f input and output 
signals are not restricted and can be chosen 
independently one from another.

Thus focussed or distributed TLFN are the 
approximations of nonlinear non-recurrent 
filters, which are always FIR, which can be 
described by the function (3).
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(3)

(4)

Y  (О = X ( t - Y ) , X ( t - 2 ) , . . . ,X ( t - n x +1));

m  = g(X( t ) ,X ( t  -1 ) ,...,X(t  - n x +1), Y ( t - 1), Y(t -  2),..., Y ( t - n y))

Going further we may derive that RNN with 
global or local feedback approximate nonlinear 
function (4), which constitutes the nonlinear 
recurrent filters, which in generał case are IIR. It 
should be noted that particular combination of 
the coefficients might tum conventional 
recurrent filter to FIR. In RNN paradigm filter 
coefficients are connection weights which are 
not fixed during training by any relation and it is 
morę convenient to think of RNN as “IIR filter in 
generał”.

3.5 State-Space Model

Dynam ically driven recurrent networks may 
be viewed as some sort of finite-state automata.
In this case vector S ( t ) is the State vector of the 
model, i.e. a number of intemal variables used to 
storę information about past behavior of the 
model, needed in combination with extemal 
input to fully describe its futurę behavior.

s{t + \) = M W ,x ( t )+ w sś(t))  (5)

Ż(t) = f 2(W0Ś(t)) (6)

in which X(t) - extemal input to the model

at a time t , Z(t)  - model output, Wt , Ws , W0 -
connection weight matrixes for inputs, feedback 
State vector and output respectively. Неге we
treat multiply delayed output vector Y (figurę 3) 
as single State vector S(t)  and output vector 

Z(t)  is computed by as single feed-forward

layer with activation function f 2.
If we would brake feedback connections we 

will have a simple feed-forward MLP computing
function f x of its inputs, which is capable to 
approximate any finite nonlinear function with 
arbitrary precision. Thus our original system can 
approximate wide class of nonlinear dynamical 
systems. It should be noted that this 
approximation holds for compact subsets of 
input space and finite time intervals.

We also should mention that fully connected

functions could simulate any Turing machinę 
(for further reference see [7])

3.6 Probabilistic Meaning

As we noted already that probability 
approximation is our major concern while 
applying neural networks to the ASR task we 
have to define the probabilistic meaning of the 
recurrent networks.

TLFN trained in classification task would 
approximate the posterior probability of visiting 
State C at a time t in the form  of (7), where 
{X} refers the fu li input seą u e n c e , {C} 1 - State 

seąuence v is ited  at the p rev iou s time steps.
It is also possible to shift input window of 

the focussed TLFN to eąually represent futurę 
and past contexts. This was done in the NetTalk 
experiments [14], in the experiments of Morgan 
and Bourlard [4]; authors also tried such 
configuration [10]. Such system is not casual 
(output value depends upon some futurę values 
of input) or we can say that there is some delay 
between the moment the input first time appears 
in the processing and the time it is associated 
with some particular class. But human hearing 
system also posses this property. It is proved in 
the experiments with temporal masking [15] that 
during periods of 20-50 ms before and 100- 
200ms after loud masker sound faint test sounds 
perceived attenuated.

Recurrent neural networks trained in the 
same task will approximate posterior probability
as (8), in which C(t — 1) - represents a network
estimate of the State visited at time t — ł , which 
might not coincide with the true one.

The problem of replacement of true State 
with expected one gives rise of a technique 
called “teacher forcing”, which can be described 
as substitution during the training stage of the 
possibly wrong network estimate with desired 
State obtained from the training set. This 
accelerates training because at some time 
network may have correct weights, but 
occasionally be at the wrong place at the State

р(с\{Х},ю~х)=Р(с\х{1),х{!-\),хц-г),...Ж1-п+\))'  (?)
P {C \{X ) ,{C Y l) = P { C \X { t ) ,X { t - \ ) , . . . ,X ( t - n x + \) ,C{ t- \ ) , . . . ,Ć{ t -ny)) (8)

recurrent networks with sigmoid activation space. On the other hand “teacher forcing”
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removes all information about previous errors 
madę by network. Globally this would lead to 
optimizing error function different from 
“unforced” case.

3.7 Training algorithms

A number of training algorithms was 
developed for TLFNs and recurrent MLPs on the 
basis of standard backpropagation algorithm.

Focused TLFNs can be trained with standard 
backpropagation algorithm converting temporal 
input signal into spatial input vector. This 
procedurę can be done once at the stage of 
preparing training or testing sets.

Any distributed TLFN can be “unfolded” in 
time to become equivalent focussed network 
with much bigger input window size and some 
amount of shared weights and trained with 
“static” version of backpropagation, but this 
procedurę seems to be impractical. A special 
procedurę called Temporal Back-Propagation 
algorithm was proposed by Wan [ 16] for the case 
of distributed TLFN.

Now, that we tum to the brief discussion of 
the training algorithms for the recurrent networks 
let us first define two properties:

Algorithm is thought to be local in time if it 
can be executed as temporal input seąuence 
arrives and allows leaming using only 
information contained in the temporally 
neighboring frames of input signal. Such 
algorithm can be used to leam seąuences of 
arbitrary length.

Algorithm is local in space if weight updates 
of each neuron can be computed only form the 
information about immediate neighbors of 
chosen neuron. Such algorithms can be easily 
implemented in parallel modę.

For the globally recurrent network locality 
in space and time are altematives and can’t be 
achieved simultaneously without any simplifying 
assumptions.

Back-Propagation Through Time was 
proposed in [17] as recurrent extension of the 
standard algorithm and can be summarized as 
follows:

1. Forward propagation of the input 
sequence of fixed length, memorizing each 
neuron's activation at every time step.

2. Backward computation through space 
and time of correction values for each weight in 
the network.

This algorithm resembles backpropagation 
through equivalent “unfolded” feed-forward 
network. This “unfolding” procedurę is possible

because input sequence is restricted to limited 
length. Even morę a truncated version of BPTT 
algorithm was introduced [18], which rejects 
longer time dependencies than some predefmed 
length. BPTT algorithm is local in space.

A local in time altemative (Real-Time 
Recurrent Learning) was proposed in [19]. The 
core idea of this algorithm is in the use of 
instantaneous gradients of the cost function with 
respect to the weights in the network. Gradients 
obtained with the help of RTRL would deviate 
around values of BPTT gradients. This deviation 
is exactly analogous to the behavior of on-line 
update technique in front of batch update in 
conventional static backpropagation.

Further comparison of BPTT and RTRL 
reveals that while BPTT is computationally 
simpler and morę effective than RTRL, RTRL is 
casual and therefore suitable for continuous 
learning without explicitly predefmed training 
set.

Recently several other training algorithms 
(Recursive Backpropagation, Casual Recursive 
Backpropagation) were introduced for the case of 
recurrent networks with local feedback [20]. The 
main advantage of such algorithms is the fact 
that training algorithm can be simultaneously 
local in time and local in space.

3.8 Uniyersal Time flow Ratę

But in spite of generality of presented 
models, one important limitation can be noted in 
these formulations. All models mentioned above 
have a property of universal time flow ratę, i.e. 
one time step at the input strictly cause exactly 
one time step at the output. Besides the fact that 
this brings extra computational complexity (all 
parts of the network should operate at the time 
scalę of the input signal), it is closely related to 
the “vanishing gradients” problem (for complete 
description [5]), in short, recurrent network fails 
to memorize long term dependencies.

To illustrate time scalę problem, let us 
consider the problem of phoneme identification. 
If we build a classifier based on TLFN or RNN 
(for particular examples see [4], [5], [10]) we are 
forcing the network to produce its outputs at a 
ratę of input preprocessed acoustic signal, which 
can be considered as a piecewise stationary 
process through a time period of measurement, 
but anyway at the phoneme boundaries speaker 
articulators are in transition to the next stable 
target configuration. Additional models should 
be used (such as tri-state phone HMM) to 
generate global decisions about produced
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utterance. In spite of the fact that in classification 
modę the network approximates posterior 
probabilities on the basis of which the optimal 
classification should be done, it does this “too 
fast”.

3.9 Why temporal processing 
neural networks did not solve speech 
recognition problem

Feed-forward and recurrent MLPs possess 
many useful properties for speech recognition, 
these models have well understood signal- 
processing state-space and probabilistic meaning, 
they naturally adopt training, that is why they 
can’t be easily rejected as candidate models for 
speech recognition. But from this point we 
already can see some drawbacks of this approach 
comparing to the problem to be solved. Let us 
briefly review the basie disparities between the 
generał speech recognition task and recurrent 
network madę of sigmoid neurons:

1. “Linguistic tiers” representation of 
speech assumes sequential decoding at various 
levels (i.e. transformation of acoustic signal to 
phones, further transformation from phone 
seąuences to syllables, syllable seąuences to 
words, word sequences to sentences and so on up 
to the meaning.). Linguists insist (with some 
evidences) on non-feed-forward information 
flow between such tiers (so called “tier 
interaction”). Moreover, time flow ratę is 
slowing down in the direction of higher 
abstraction levels; in other words one phone 
constitutes some sequence of acoustic vectors. 
On the contrary, TPNN provide us with uniform 
time flow ratę mapping between input and output 
sequences. This problem was addressed from the 
various positions (Dynamie Time Warping, 
statistical models like Hidden Markov Models, 
e.t.c.) but all this approaches suffered from the 
difficulties of introduction of new higher 
abstraction entities, such as problems with 
incorporating new words into a limited 
dictionary speech recognition system.

2. The size of output alphabet grows very 
fast from tier to tier from less then hundred 
different phones to several thousand syllables 
(There are about 8000 distinct syllabic structures 
in English language in accordance with [2]), tens 
of thousands words, virtually unlimited number 
of shades of meaning. It clearly becomes 
impractical to encode each possible output class 
with separated neuron of the output level of the 
network at the higher processing stages.

3. Leaming algorithms deveIoped for 
MLPs assume morę or less equal representation 
of samples coming from different classes at the 
training stage in order to achieve equal modeling 
power for the various output classes. This 
requirement is clearly unrealistic in continuous 
real-time leaming procedurę.

The majority of the problems could possibly 
be overcome with the help of Pulse-Coupled 
Neural Networks (PCNN) (for comprehensive 
foundation look [21], [22]), an approach with 
biological grounds frequently mentioned as morę 
precise model of biological neuron introduced by 
Reinhard Eckhom in 1990. Despite the fact that 
works of Eckhorm were inspired by specific 
activity in visual cortex of smali mammals and 
the most of known applications of PCNN are in 
the field of image processing PCNNs posses 
several useful features for speech processing 
also:

1. Output neuronal activity represents 
series of short spikes with a ratę proportional to a 
sigmoid function of the feeding input.

2. Synchronous groups of neurons act as 
“bigger neurons”, operating at the slower time 
scalę, firing not a single spike at a time, but 
series of spikes with different amplitudę.

3. Signatures of that spike series can be 
viewed as a way to encode output classes, which 
gives coding capacity bounded by the total 
number of neurons (not only in the output layer), 
coding capacity grows with time scalę slowing 
down. This is exactly what we have observed for 
higher speech processing stages.

4. Signature output coding gives an 
opportunity to introduce a kind of distance 
measure between different output classes as 
opposed to “one from m” coding, where there is 
no possibility to gain any similarity measure 
from class labels themselves.

Unfortunately leaming algorithms for PCNN 
are not well understood and developed yet, but 
the principal possibility of such algorithms 
exists.

4. Conclusion

Temporal processing neural networks 
provide morę suitable framework for speech 
recognition problem comparing to the 
conventional static MLPs. They use short-term 
context information in morę effective way than 
their static counterparts. They provide us with 
the models, which have less free parameters to 
be estimated during training.
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In their current State they can replace MLPs 
in the HMM/MLP hybrid recognition system at 
the phonemic decoding stage.

But even though they have all these useful 
properties, TPNNs can’t be considered as 
homogenous devices for solving speech 
recognition problem in generał due to the reasons 
discussed here.
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Abstract

ln this paper the features o f neural networks 
using for improve o f measurement accuracy of 
physical ąuantities by sensor drift prediction are 
considered. There is use a techniąue o f data volume 
increasingfor training o f predicting neural network by 
using o f separate approximating neural network.

1: Introduction

The new technologies require the greater ąuantity 
of the measuring information that has resulted recently 
in significant development of its reception means. 
High accuracy and significant information processing 
possibilities characterize the modem measuring 
systems. However in majority of cases is rationed 
(installed) the measurement error of output sensor 
signal instead of physical ąuantity. In the last decades 
the accuracy of sensor signal measurement has 
increased in dozens of times. However the analysis of 
[1] and [2] has shown that the sensor error has 
insignificantly decreased for this time. For example, at 
temperaturę measurement by Honeywell PtlOO sensors 
[1] and błock Hydra 2625A Fluke [3] a ratio of errors 
of measuring channel elements morę than flfty. The 
development of computing means has allowed 
considerably to increase a degree of information 
Processing (to use complex mathematical methods of 
Processing and to operate with knowledge of 
measurement object). But majority of work, which 
devoted to sensor signals processes [4, 5, 6, 7], 
consider ąuestions that not connected with improving 
of measurement accuracy of physical ąuantity at 
measuring systems exploitation. In the works [8,9] 
using of artificial intelligence methods for improving 
of measurement accuracy of physical ąuantities are 
discussed.

In this work the methods predicting of sensor drift 
by artificial neural network system are considered.

2: General Structure

Intuitively considering intelligence in signal 
Processing systems, the existence of a central 
computational processing unit is obvious. The higher 
the number of signals (here sensor devices), the grater 
the computational power needed and heavier the Ioad 
of signal transmission through the system. A 
preferable structure is of a distributed signal 
processing system, were sensor device(s) information 
is being processed in an intermediate level and only 
"useful" information is transmitted to a higher 
hierarchical level. Considering the sensor devises as a 
sensors (actuators) and sensor interface circuits and the 
need of a human-machine interface, a generał structure 
of a multi-sensory, multi-modal system is presented in 
Fig. 1. The realization of such structure is feasible 
under the premise that the computational power hidden 
in the processing levels is adeąuate to perform the 
operations, which will give to the system four basie 
properties: adaptability, accuracy, reliability and 
universality.

/. Accuracy
An accurate system must be able to compensate 
systematic (offset, gain, nonlinearity, cross 
sensitivities), systematic drift and random errors 
originated from sensors characteristics or system 
parameters. The ability of dealing with missed data 
due to random (transient or intermittent) faults is also 
desirable.

2. Universality
The universality system must provide following 
possibilities:
• Application of ISIS for the solving of various 

problems. It means the ISIS application for 
measurement of wide number of physical 
ąuantities. The modular structure of wide 
operating hardware and universal software are 
used for this purpose;

• The possibility of ISIS easy inereasing. This ISIS 
property means the development and wide use of 
the hardware and software modular libraries. To
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Figurę. 1. General Structure of ISIS

add the new interface sensor circuit it is sufficient to 
have its driver. The operating program of middle level 
node is compiled at the high level taking into account 
all necessary drivers, and it is recorded to the node in 
remote reprogramming modę.

2.1: Distribution of operations in system levels

Having defined the system's main principles, the 
next step in model ing its generał structure is the 
defmition of all possibly reąuired operations and their 
distribution at the various levels. Following the 
structure of Fig. 1 bottom-up such a description is 
madę in the rest of the paper.

2.1.1: Physical level.
Physical level includes the sensors/actuators 

whose inputs are the physical quantities and outputs 
are signals of voltage, current or time (period or 
frequency in a form of pulses). In the case of actuators, 
excitation signals provided by the lower level is 
needed. The sensors interface circuit (or MM) should 
provide the connection of different sensors and are 
classified according to sensors signals, but not 
according to sensors types.

2.1.2: Lower level.
The sensor interface circuit must receive the 

sensor's signai and manipulate it to provide a digital 
output signai comprehensible by the middle level. 
Possible operations executed here are:
• Amplification.
• Filtering (DC rejection, separation of common 

modę from differential modę signai etc.).
• Analog to digital conversion;
• Switching.

Also, when many similar sensors (physical 
redundancy) are used, they can share the same 
interface circuit or parts of it by multiplexing. 
Excitation signals to actuators are supplied by the 
circuitry of this level. So, the wiring required between 
physical and lower layer is for data and actuator 
excitation signai transferring. Finally, as to the 
adaptability rule, a digital to analog conversion of the 
control signals provided by the higher hierarchical 
(middle) layer might be required. The lower level must 
provide digital to analog conversion for creation of 
sensor activaton signai (for example, set of working 
current RTD). Also it is sufficient to have some 8-bit 
DAC, its output voltage can be measured by 16-bit 
ADC. The universality rule requires the possibility of 
different types of sensor interface circuit usage in ISIS. 
They must provide interaction with maximum number 
of sensors.

2.1.3: Middle level
This layer must carry out three important tasks, 

control the lower level units, collect and process 
information from them and communicate with the 
upper layer. Such performance can be accomplished 
by the use of either a high performance
microcontroller (|iC) or a Digital Signai Processor 
(DSP).

According to adaptability and reliability rules, 
middle level must control sensor and sensor interface 
circuit modes and ranges (adjusted to improve 
sensitivity) as well as the multiplexing (depending on 
desired data ratę) of the various sensor devices to the 
sensor bus. This leads to a bi-directional sensor bus for 
digital data and control signals transferring. Since 
either parallel or serial bus can be applied, the choice 
is madę by compromising between data ratę and

127



>

wiring reduction. However latest pC and DSP include 
high-speed synchronous and asynchronous serial ports, 
making serial bus selection extremely appealing.

Error compensation and data validation should de 
performed in this level. For systematic drift errors, 
numerical (Iook-up tables) or analytical (polynomial, 
exponential etc. model fitting) compensation can be 
applied. Filtering (including integration and averaging) 
and proper design of the system can reduce random 
errors. Data validation is ąuite a complex procedurę 
and various methods can be applied. Usually, fault 
detection is achieved by the use of either physical or 
analytical redundancy. The combination of data from 
similar sensors or sensor’s mathematical model can 
generate residuals, analytical functions that accentuate 
in the presence of fault. When the values of residuals 
exceed defined thresholds, a fault detection control 
signal is generated and transmitted to upper level. A 
morę advanced implementation would use abstract 
computing techniques for the generation of
characterized fault detection signals, depending on the 
fault’s source and duration as well as the contribution 
of fault to unreliability of data.

An other appealing method of error
compensation and data validation would be the use of 
Artificial Neural Networks (ANNs). The drawback of 
the realization of ANNs in this layer of the system is 
the computational power reąuired in the training 
phase. Feasible solution could be the execution of the 
training phase at the upper layer and the transferring of 
the computed neuron synapsę weights down to the 
middle layer. Application of ANN metrologies will be 
further discussed on the upper level session.

Communication between middle and upper layer 
includes the transferring of data and status signals 
upwards and data and control signals downwards. 
Standard protocols like RS232, RS485 or IEEE1451 
can be applied. The DataBus should provide the 
following reąuirements:
• The network topology is the common bus with the 

branching possibilities;
• The total network length should be not less than 

two kilometers;
• The possibility of the additional users connection 

to the network without its tuming off;
• The cheapness cost of cable and network 

accessories;
• The maximum usage of already existing 

eąuipment.

2.1.4: Upper level
The main computational unit of the system 

collects and combines data and status signals from the 
various information processing devices and makes the 
abstract application-depended decisions. Relating to 
system’s adaptability and reliability, self-testing and 
auto-calibration should be performed here.

Self-testing refers to the intelligent function of 
monitoring each and every sensor device and detectmg 
of any unreasonable behavior. In case of such 
detection, attempt of (auto) calibration or isolation of

the device while signaling for maintenance or 
replacement should be performed.

Auto-calibration is the system’s adaptation 
mechanism to system devices and environmental 
parameter changes. Although, as for systematic drift 
errors, numerical or analytical compensation can be 
applied, the need of memory/computational power will 
dramatically increased in proportion to the system’s 
complexity. This is a case where the use of ANNs 
capable of altering middle layer’s compensation 
characteristics is preferable. For numerical or 
analytical compensation, new look-up table elements 
or eąuation coefficients can be calculated. For ANN 
compensation, auto-calibration is equivalent to ANN 
training. Finally, ANNs should identify and maintain 
the optimal (or nearly optimal) of characteristic 
parameters, like residual thresholds in data validation.

3: Neural Network Using for Decreasing of 
the Sensor Errors

The sensor error is determined by initial spread of 
its conversion characteristic (at manufacturing) and by 
its drift in operating conditions [2]. First component is 
corrected relatively easy. The drift of the majority of 
the sensors is characterized by complex temporary 
functions where its parameters depend on operating 
conditions [10]. Thus the drift prediction after results 
of preliminary researches of particular type of sensors 
provides sufficient reliability of accuracy improving 
only in separate cases. The reliable improving of 
accuracy irrespective of operating conditions is 
provided by periodic testing of sensors with standard 
sensor or by using of special calibrator for sensor’s 
calibration. The highest accuracy is reached at testing 
or calibration on operating place, but the operations 
that realize these methods are reasonably laborious. 
The decrease of costs on their realization is possible by 
decrease of their fulfillment frequency at the expense 
of high-quality prediction of sensor drift during inter- 
testing interval.

It is necessary to notę that the functions of sensor 
drift usually have individual character and have 
significant casual component [11]. Prediction of such 
functions is reasonably a complex problem. For its 
solving it is offered to use neural networks that are 
optimum for problems of such kind [12]. It is defined 
by adaptive properties of neural networks at the 
expense of its self-training. It is known [13] that the 
quality of neural networks training in a strong degree 
depends on using data volume. However the aspiration 
to increase the inter-testing interval at the expense of 
high-quality prediction of sensor drift proportionally 
reduces numbers of data for neural network training. 
The method of artificial increasing of data volume is 
offered by using of approximating and predicting 
neural networks. The first network approximated the 
real data and permits to generate data volume which 
sufficient for training of predicting neural network. 
The necessity of two neural networks using is defined 
by the different requirements to their properties and 
their internal structure.
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Figurę 3. Sensor error prediction scheme.

The objective of the neural system is to predict the 
sensor error for any moment of time:
т > r„ andr e [r1;r„ ] . For achievement this goal is 
necessary to solve the following tasks:

1. Given a finite seąuence
А1(г1),Д2(г2),.--,Ал(гл), find the meaning of error
A for any moment time r, e [rl5rn J :

r ll ^11>Г12 ‘ * Д 12 

T2\ Д 21>т 22 Д 22

Г и-1,1 Д л-1,1>Г л-1,2 ~ * Д л-1,2

2. Given a finite seąuence for any moment of 
time те[т1гт„], find the continuation the time series

Д л+1 ( Г л+1)>Д л + 2 (Г л+2 )>■■•

Such approach permits to predict the sensor errors 
for any moment of time.

The common architecture of the neural system is 
presented on Fig. 3. It consists of two neural modules. 
Multilayer perceptron (MLP) or counter propagation 
neural network (CPNN) can use as the first module. It 
is meant for the approximation of the function 
A -  f ( r ) . In result is obtained the training set for the

second module. The recurrent neural network is used 
as the second module. It is meant for predicting sensor 
errors.

The use of this neural system involves several 
separate phase, which have to be follows:

1. The leaming of MLP or CPNN, in which 
suitable training set is used to train the neural 
networks. As far as the training algorithm is 
concemed, the backpropagation or counterpropagation 
algorithms can be applied. A morę detail information 
about application of this algorithms will be gave 
below.

2. The validation phase for MLP (CPNN) [8]. In 
this case the neural network’s generalization ability is 
verified by means of other data. Also the neural 
network accuracy is estimated.

3. The production phase for MLP (CPNN). In 
result can be obtained the training set for the recurrent 
neural network.

4. The leaming of RNN. The previously obtained 
data are used for training of the RNN. As far as the 
leaming algorithms concemed, it will be gave below.

5. The validation phase for RNN, which is 
performed same as previously.
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Figurę 4. The MLP architecture

6. The production phase for RNN, in which the 
sensor errors are defined for any moment of time 
r>r, ,

4.1: The MLP Architecture and Training for 
Approximation

As network architecture for approximation was 
accepted third-layered multilevel neural network 
containing one hidden layer of nonlinear units and a 
single output linear unit, as shown on Fig. 4. The 
output activity of the neural network is defined by 
expression:

У  =  £ » ,  ~ s 0 ( 1)
i= 1

where Nh - number of units of the hidden level, 
Л, - output activity of hidden units, j 0 - threshold for 
output unit, w,0 - weights from hidden input units i to 
the output unit. The output activity of the hidden units 
is defined as:

hj =g(w/,X/ +Sj) (2)

where x, is the input element, w,j - weights from 
input unit to hidden units j  and s , - thresholds of the 
hidden units. In hidden units is used sigmoid transfer

function, defined as g(x) = ((1 + e~x ) .The most 
popular training algorithm for multilevel perceptrons is 
backpropagation. This algorithm is based on gradient 
descent method and consists of fulfilment of an 
iterative procedurę of updating weights and thresholds 
for each training exemplar p o i  training set under 
following rule:

Awj(t) = - a dEpU) (3)

ASj(t) = - a
cEp{t)
A,(t)

(4)

ćEp(t) dEp(t)where ----- — , 4------' . gradients of error function
&j(t)

on training iteration /for training exemplar p , 
p e {1, P }, P is the size of the training set;

(5)

Yp(t) - network output activity on training iteration 
/ for training exemplar p , D& - desirable value of a 
network output for training exemplar p .  During 
training there is the reduction process of the total 
network error:

p
£(/) = ^ £ p(/) (6)

p =\

For improvement of network training parameters 
and removal defects of classical back propagation 
algorithm, connected with empirical selection of a 
constant training step, use the steepest descent method 
for calculation of an adaptive training step, according 
to it:

bWjj(t) = - a p(t) dEp(t)

As (t) = - a p( t ) Ę ^ ,CSj(!)

<*P ( 0  =  m i n { £ p  (w tJ ( /  +  l ) , S j  ( /  + 1 ) ) }

(7)

where a p(t) - step value, adapted on each training 
iteration t for each extemal vector p .

According to expression (7) the formulas for 
calculation of adaptive step for sigmoid and linear 
functions of activation were obtained.
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For linear transfer function the adaptive training 
step is defined by expression:

a p (t) = ~-------'--------  (8)
£ (h ? ( t) )2 +l

where hf{t) - elements of input activity of the linear 
unit at the time t for the training vector p .

For sigmoid transfer function adaptive training step 
is computed as:

5 > ,o ) 2* f(oa-% (0)
£ » ' ■ ( / ) =  4  , x ^ ------------- ----------------------- ( 9 )

1 + ( x f f  & , „ , „ ,

v'“'
where wi0{t) - weights from hidden units to output
unit, adapted on training iteration t .

At training the network is actual problem of 
initialization of neural network units weights. The 
speed, accuracy and stability of training depends on it 
in many respects, especially if is used training sets 
with analogue values. Usually initialization consists of 
appropriation to weights and thresholds of units of the 
random evenly distributed values from some rangę: 
w,у -  R(c, d), Sj = R(c, d ) . Upper and Iow bounds of
this rangę is defmed empirically. In our paper the 
following procedurę of delimitation of a rangę for 
sigmoid function is offered:

Vt к ‘i In
( * /Г + 1 %1-c

(10)

wid = *t__
(*/)' +1

(U)
where x t is expectation of the external activity on the

MLP input, D0 is expectation of the external activity 
of desired output of the network, wlc, wId are bounds 
of the weights rangę, c, d are upper desired value and 
Iow desired value of the output activity for nonlinear 
units.

For linear output unit we proposed to calculate 
parameters wlc, wld as:

Nuc* + 1
-A, ( 12)

w,d =■Nhd + I
(1 3 )

The weights and thresholds of the units are 
initialized as:

W,i = R{v>ic,Wld)
(14)

Sj =R(wic,wid)
For stabilization of the training procedurę is used 

the following algorithm of level-by-level training:
1) Calculate upper and lower bounds of the weights 

rangę, using expressions (10), (11) for hidden units 
and expressions (12), (13) for output unit. Update 
weights and thresholds according to expressions (14).

2) For the training vector p  calculate output

activity Y0P (t) of the neural network.
3) Calculate an error of an output unit.
4) Update weights and thresholds only for the 

output unit according to expressions (7), using 
adaptive step (8).

5) Calculate the error of units of the hidden level 
for the network with the updated weights for an output
level.

6) Update weights and thresholds of units of the 
hidden level, using adaptive step (9) for sigmoid 
transfer function.

The application of this algorithm has allowed to 
stabilize learning process of the recurrent neural 
network with varied functions of activation and 
considerably to reduce time of training.

For simulation is used the time series of sensor 
errors, described by function / ( r ) =  It +sin(3r). 
Computing experiments for sensor error
approximation by MLP shown in the Table 4.1.

Training set size 80
Number of hidden units 6
Parameters c, d  (for hidden units) 0.1, 0.9
Total mean sąuare training error 1.92*10'3
Number of approximation steps 195
Approximation error in percentage 1.89%

Table 1. Sensor error approximation results 
by MLP

One can see on the table 1, that MLP approximate 
the function with smali error.

Let’s examine the CPNN for approximation.

4.2: The CPNN Architecture and Training for 
Approximation

The architecture used of CPNN is represented in 
the Fig 5. It consists of three layers. The hidden layer 
consists of Cohonen neurons (not shaded circles) and 
nonlinear neurons (shaded circles), which amount is 
eąualed among themselves. Such neurons will derivate 
pairs, and each Cohonen neuron in a pair has 
horizontal connection with a nonlinear neuron, 
appropriate to it, as shown Fig. 4. Besides all neurons 
of a hidden layer are connected to output neuron, 
which has linear function of activation. Let's use 
seąuential numbering of pairs of neural elements. Let's 
designate through wdj and w/; accordingly weight
factors of Cohonen neurons and nonlinear neurons of 
the hidden layer. Then the output value hj of j  ’th
nonlinear hidden neuron can be defined as

hj = ^ j uuxi)  O 5)
where у } - output of a Cohonen neuron in j  -th pair
of neurons, F - hyperbolic tangent. The output value 
of j  -th Cohonen neuron is eąualed to one, if this 
neuron is a winner, and zero otherwise. For definition 
of a neuron - winner the Euclidean distance is used:
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Figurę 5. The counterpropagation neural network architecture

Dj = \X p -W Ą  (16)
In the correspondence with it:

\ \ , i f D k = m m \ x P - w \
Ук= \ 1 1 (17)

[0, otherwise
The weights from nonlinear neurons of the hidden 

layer to output neuron are equaled to one.
If a neuron - winner in the hidden layer has number 

k, the output of the neural network is eąual:
Y0 =vk +hk (18)

The amount m of neurons of the hidden layer is 
selected eąual:

m = P - 1 (19)
where P -size of the training set.

The training of CPNN is madę on the following 
algorithm.

1. The set-up a Cohonen weights by the empirical 
rule is madę:

where wtj - weight of the i -th of the Cohonen neuron, 

Xj - is i -th component of the training set ordered on 
increase, i =

2. Further in a cycle the set-up a weights of 
remaining neural elements is executed. On an input of 
the neural network values of the training set 
seąuentially move and the following operations are 
madę for each value:

• The value of an output of the neural 
network Yq and number A: of a neuron - winner 
of a Cohonen layer is calculated.

• The set-up of an appropriate neuron of the 
output layer is madę:

Avk(t) = -a(Y0P -D P )  (21)

where Dg - target value of CPNN normalized in 
a rangę [-1, 1], a -  0.01 - training step.

• The appropriate neuron of the hidden 
layer is set up:

Aulk (t) = -a(Y0p -  Dq ) ■ (1 -  (X  )2 )x f  (22)
3. The training total root-mean-square error is 

calculated:

£ =  ' (2 3 )
1  p = \

The steps 2 and 3 are repeated before stabilization 
of training error.

Computing experiments for sensor error 
approximation for various sizes if training set by 
CPNN shown in the table 2.

Training set size 80
Total inean square training error 1.587*10'5
Number of approximation steps 195
Approximation error in percentage 2.58%

Table 2. Sensor error approximation results 
by CPNN
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4.3: The RNN Architecture and Training 
for Time Series Prediction

As basie network architecture for prediction of the 
sensor error was accepted fully connected third- 
layered recurrent neural network containing one 
hidden layer of nonlinear units and a single output 
linear unit, as shown in the Fig. 6. The output activity 
of the neural network is defined by expression:

Yr = X  wioK ~ so (24)
/=i

where N h - number of units of the hidden level, A,' - 
output activity of hidden units at the moment r , s0 - 
threshold for output unit, wl0 - weights from hidden 
input units i to the output unit.

The output activity of the hidden units on the 
current moment r for training exemplar p is defined 
as:

N, /V,
h 'i = g Q ^ yv, jx '  + Щ ^ гА  + s t ) ( 2 5 )

1=1 k=I
where x[ is a i ’th element of the input vector x r , P 
is size of the training set, n  , - size of an input vector, 
Wy - weights ffom extemal units i to hidden units 
j , wkj - weights from hidden units к to hidden units

j  , h[~\t) - output activity of a hidden unit к for the 
previous moment of time r - 1, w0j - weight to the

hidden units from an output unit, Yr~l(t) - network 
output activity for the previous moment of time r - 1  

and s f - thresholds of the hidden units.
In this work we use two types for hidden units 

transfer function. At one case is used non-standard

logarithmic function g(x) - lnf (x + \lx2 +a)/yfa 1.

(a > 0). The choice by this transfer function is 
stipulated by that it is unlimited on all define area. It 
allows better to simulate and predict complex non- 
stationary processes. The parameter a defines 
declination of the activation function (see Fig 7). At 
other case in hidden units is used sigmoid transfer

function, defined as g(x) = ((1 + e~x) '
For logarithmic activation function the estimate of 

an adaptive training step can be received by the 
following expression:

/а 1 (н -уо)2(^(В ;(0)2 ^ а )
C -J----------------------------- ~

N,

where

X(wy0)2j(Bf(0)2 +a)

(26)

+ ̂ w kl{t)hpk -\t)+wQj{t)Yp-\t)+ sJ
k=\

is weighed sum of inputs of the hidden unit j  .
For standard sigmoid transfer function adaptive 

training step is computed as:

(
1 ( " , о ) 2 ( Л / ( 0 ) 2 ( 1 - Л / ( 0 ) 2
/=!

Figurę 6. The recurrent neural network architecture
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Figurę 7. The logarithmic activation function for various parameters a :
a) a -  1.0, b) a = 0.1, c) a -  0.01, d) a = 0.001

For adaptive initialization of weights and 
thresholds in RNN before training is used the next 
expressions:

1. For logarithmic activation function in the 
hidden units:

Vяес -yfae
■w N

2 J 5 k)2 +Nhc2 +Ъ^ +1
k=I

Vaed -  Jie~a

J j ix k)2+Nhd2+D2 + 1 
k=\

(28)

(29)

where xk is expectation of the extemal activity on

the к ’th inputs, D0 is expectation of the extemal 
activity of desired output of the network, wlc, wld are 
bounds of the weights rangę, c,d  are upper desired 
value and Iow desired value of the output activity for 
nonlinear units.

2. For sigmoid activation function in the hidden 
units:

w, -ln '  c ^
1 -  c

^ ) 2 +N hc2 + D 2 + l '
(30)

' ln
^ x k )2 + N hc2 + D 2 + 1

' d

1 - d
(31)

fc=i
3. For linear activation function in the output unit:

И,‘ “  w 2 ,N hc2 + 1
(32)

d щ
WM = ,2 , D0N frd +1

(33)

The weights and thresholds of the units are
initialized as:

w,j = R(w,c>w,d) 
sj = R{w,c>w,d)

(34)

For training of the RNN is used described above 
level-by-level training algorithm. For simulation were 
used the time series of sensor errors, taken fforn MPL 
(CPNN) approximation results. It size is 195 units. 
For training were used 105 units of this number. The 
training was carried out the method of the sliding 
window. For simulation two types of neural networks 
were used. One of them contained the sigmoid 
activation function of the hidden units. In other 
network the logarithmic function of activation of the 
hidden units with the parameter a = 0.01 was used. 
Both networks consist of 10 input units, 5 hidden 
units, 1 output unit. The prediction was carried out on 
90 steps forwards. For an estimation of the prediction 
results is used the mean sąuare predict error 
computed as:

Epr(L) = j ^ { m - x( l ) f  (35)
" i=\

where Y (/) - predict value for the step / , x(l) -
actual value of time series in the moment / , L -  total 
of prediction steps. The training both neural networks 
was characterized by high accuracy, stability and 
speed. The outcomes of training and prediction are 
reduced in the table 3.

Sigmoid
network
architect.

Logarith
mic

network
architect.

Number of inputs 10 10
Number of hidden units 5 5
Number of outputs 1 1
Parameters c,d 0.9, 0.1 4.2,-4.2
Parameter a - 0.01
Training set size 105 105
Total training error 3E-5 4E-5
Number of predicting 
steps

90 90

Mean square predict error 3.57E-5 1.19E-5
Predict error in percentage 4.34% 3.21%

Table 3. Sensor error prediction experiments 
by RNNs
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5: Conclusion

As it is visible, some operating performances of 
measuring engineering hinder direct use of neural 
networks for increase of an exactitude of measuring 
channels. However use of features of neural networks 
and organization of their correct interaction with the 
measuring system allow to overcome originating 
difficulties and to supply increase of an exactitude of 
a measurement for want of minor working costs. In 
this work the unique technology of forecasting of 
errors of gauges with use of a complicated neural 
system is circumscribed. The effective methods of 
neural networks training of different architectures are 
indicated. The computing experiments with 
hypothetical datas of errors of sensors demonstrate 
potential possibilities of application of this 
intellectual neural system in actual problems
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Abstract

The offered data fusion algorithm is based on the 
averaging information received from reasonable 
sensors, whose readings always contain errors. The 
decision can be appliedfor receiving the most correct 
result about the object condition that is determined by 
set of various physical measures (coordinate, height, 
speed, temperaturę, etc.) in a space, defensive industry 
and measuring engineering.

1. Introduction

At the modem stage of engineering development, 
the surrounded world can be presented as hierarchical 
totality of automated Systems, which elements are 
linked in networks. The latter contains, as a rule, 
heterogeneous sensors, which are distributed by means 
of various criteria: logically, spatially, geographically 
[1] Therefore rather important and actual problem of 
sensor’s processing appears in space, defensive 
industry, electric power industry, measuring
engineering, medical area, robotics, Chemical industry 
and in other spheres. Intelligent distributed sensor 
systems and networks are widely used at the present 
moment [2, 3]. In most cases the role of intelligent 
systems functions can be reduced to the fact that they 
are capable of doing sensor perception of environment 
and possessing sufficient knowledge (intelligence) to 
give an adeąuate reaction to the researched situation 
or environment. That is why the task of creation data 
fusion algorithms for reasonable sensors (RS) in 
intelligent distributed sensor networks is very actual.

As the existing sensor fusion algorithms [4, 5, 6] 
have some negative sides, the comparative estimation

of these algorithms is conducted below. Also the 
algorithm of mean sąuare weight factors (MSWF) is 
offered.

2. Sensor fusion algorithms

Let us consider a network of reasonable sensors. 
Reasonable sensors are sensors, which fulfill some 
primary processing of an input signal, and the result of 
Processing is represented in digital form. The simple 
distributed network (Fig. 1) contains set of RS, which 
are linked among them by the fuli graph scheme.

With the reference to radar engineering [1], 
receiving and processing of information from RS is a 
process of getting the possible data about object 
(coordinate, height, speed, course comer, location 
time etc.), which is in a zonę of RS visibility. As RS 
areas action are crossed the information about one 
object can arrive from several RS. The data about 
object that received from RS should be imposed in 
ideał case. Nevertheless, the coincidences are not
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observed in practice because of systematic and casual 
errors. By virtue of these reasons there are difficulties 
in data fusion. When sensor data are fused the 
accuracy and reliability of the received result is 
decisive criteria of data fusion algorithms functioning.

D. Dolev has presented Byzantine agreement 
algorithm for the solving of the Byzantine generals 
problem, which was researched by L. Lamport and his 
colleagues [7, 5, 8]. The main idea of the Byzantine 
generals problem solving is the following: if there are 
N of independent RS, then is supposed such number t 
of faulty elements (sensors) at which the ineąuality 
should be carried out

A > 3*M -1 . (1)

That is each RS should be linked with not less than 
2*M-1 otherRS.

The main principle of data fusion algorithm 
offered by D. Dolev is firstly checking of Byzantine 
agreement condition (1). The highest (xmax) and lowest 
(xmt„) RS values are rejected, then calculated an 
average value of remained elements (reference value 
of element)

N

Z fij  - (*maxy +xm m j)
ZJ * N ^ 2  '

where Zy - the reference value of element, j  - number 
of RS that sends the data, i - number of RS that 
receives the data, /V -  RS numbers, xtj -  value which 
receives J-RS fromy-RS.

The resulting value is

N-\

rez N

As it is visible from Fig. 2 the algorithm has 
essential lack. Initial signal (resulting value) value is 
less correct owing to rejection of the highest and 
lowest element, than average value of sample (on 
Fig.2 the average value of sample comes nearer to true 
value). Therefore such algorithm is correct only in that 
case, when the value of the highest and (or) lowest 
element is by rough errors, which deviate the average 
value from real signal.

In sensor fusion algorithm by S.Mahaney and 
F.Schneider [4, 6], as against from the previous 
algorithm, the concepts of accuracy and precision of 
RS are introduced. If to designate an error through

Ue(t) and true signal through U,(t) then RS readings 
can be in boundaries

Ue ( t ) - U t (t)< U t (t)< U e(t) + Ut (t).

RS from which receive dala
Fig. 2. Functioning of D.Dolev algorithm 

on example of 6 RS

Therefore, it is possible to set the readings of 
each RS by an interval of allowable values. S. 
Mahaney’s and F. Schneider’s algorithm uses groups 
of the allowable data. The value is admitted if it in 
common boundaries for all RS area (this area is 
formed on the basis of the maximal value among the 
lowest boundaries of RS accuracy and minimal value 
among the highest boundaries). If the interwal of the 
RS readings is in common boundaries for all RS of 
values area, it is considered as admitted, differently its 
readings are rejected (Fig. 3). It is obvious, that any 
value that is not admitted can not be correct. The 
algorithm result is average arithmetic value of the 
middle of allowable value intervals of the RS 
readings. This algorithm as against previous will not 
carry out elimination in the RS readings at the large 
rejections from average value.

Fig. 3. Common area of sensor readings accuracy

In the Brooks-Iyengar hybrid algorithm [4], there
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are groups with N  real values and accuracy is 
determined by distance from unique correct value. As 
all RS have limited accuracy then its values consist of 
the highest and lowest boundaries. This algorithm uses 
the intervals of allowable values of RS readings and 
takes into account Byzantine agreement problem. The 
algorithm functioning is based on the average weighed 
value. The RS readings are considered as especially 
correct than morę nurnbers of its values are intersected 
with intervals of others RS readings. However, the 
data processing is difficult and calculation reąuires 
certain time that is by lack of this algorithm.

The algorithm that eliminates the above-stated 
lacks is considered below.

3. Mean square weight factor algorithm

3.1. Background

The offered algorithm of mean square weight 
factor is based on assumption that all sensor’s values 
of RS output signals in intelligent distributed sensor 
network represent by data sample. Conditions 
described in Byzantine generals problem by D.Dolev
[5] is checked firstly. After this the preliminary data 
Processing is executed that applying of statistical 
methods will be morę correct.

The preliminary processing basically consists of 
elimination of rough errors. It is possible to explain 
essence of such errors (abnormal or strongly detailed 
values) by example [9]. Let us to allow that 10% of 
measurement results represented by abnormal values, 
differ from average morę than 31 (/ -  linę segment on 
axis i  O). If the rest of readings are placed within the / 
limits then these 10% redouble this estimation at least.

Among set of methods of elimination 
rougherrors [9], it is necessary to notę method of the 
maximal relative deviation with improvement factor 
[9, 10] that is applied for smali behind volume 
samples (n <= 25). The advantage of this method 
consists in an improvement factor, which permits to 
fulfill the elimination of abnormal values of samples 
morę effectively. For check of parameter anomalous it 
is necessary to calculate

y l ( n - \ ) / n * S ,

where xu - value receiving by J-RS from y-RS that is 
checked on anomalous, x= - average value J-sample, n- 
number of sample elements, x' - quantile of statistics 
distribution.

- mean square deviation of the unbiased estimation 
variance.

Calculated according to (2) values x’> is compared 
to tabulared value Xi.p [9] that is calculated with 
confidence probability q=l-p. If the calculated value 
x'. < Xi.p then it is possible to approve that value not 
abnormal with probability P. In other case value reject 
from sample and check anomalous of value carry out 
repeatedly on rest elements. For large on the volume 
samples n>25 it is expedient to use the tables of 
Student distribution [9, 10].

As it is visible from Fig. 4 the abnormal error 
value significantly hołd away the average sample 
value from true value therefore roughvalue needs to 
rejected from sample. It is necessary to notę that each 
result of separate measurement is equal to the sum of 
true value and casual error. Therefore law of 
measurement result distribution will coincide with the 
law of casual error distribution.

Fig. 4. The Schedule of rough errors influence on 
the result

The accuracy of measurements is estimated by 
average square law deviation from average arithmetic 
sample. After elimination of rougherrors the average 
square deviation of measurement result from average 
[9] is

a
(3)

From expression (3) it is possible to find 
estimation of average quadratic error of measurement 
result [11].
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(4)
3.2. Experimental results

' Л

Having average sąuare estimation (4), it is 
possible to notę that the true value is in limits [11, 12]

x : -  o~: <  value <  X, +  a'- ./ I I I

It is obvious that the greatest value of average 
sąuare law deviation, then measuring device bring 
large error into measurement result. Therefore, as 
against the previous methods it is necessary to use not 
arithmetic mean, but average weighed value (taking 
into account factors of each value importance) for 
averaging of sensors data

x ,= ^ —
b ,/•'

where ky - factor of importance of j  -  parameter that is 
accepted by /-RS. As last uses back proportional to 
sąuare of measurement error

When all average weighed values J-RS are found 
one uniform resulting value is calculated as arithmetic 
mean of weighed average

и- f

n — t

where n -  number of RS, t - ąuantity of fault elements.
Thus, fforn averaging result founded average 

estimation has smaller casual error than separate 
values (by that it is founded).

For estimation of data fusion algorithm ąuality 
we shall fulfill experiments with the help of imitating 
model. In experiments is used 6 RS which receive data 
about measurement object. Thus there is one fault RS, 
which sends to another RS various readings about 
measurement signal and with the greatest error. The 
true signal value is 5.230. For estimation of algorithms 
ąuality we shall consider their work at measurements 
errors: first RS ±2.5, second ±0.41, third ±1.7, fourth 
±2.9 and fifth ±1.8. The readings of sixth RS we shall 
consider as fault, therefore measurement error of this 
RS true signal is ±5.4.

The goal of experimental researches is to 
consider functioning of data fusion algorithms with 
use of measurement errors distributed on the various 
distributivelaws. Thus for elimination of the received 
results chance and partiai cases it is necessary to fulfill 
not less than 10 experiments of imitating model.

Let us consider algorithms functioning at the 
eąual distributive law of measurement errors. The 
table with true signal values (Table 1.1), table with 
deviation from true signal values (Table 1.2) and the 
table with relative deviations of all algorithm values 
from MSWF algorithm (Table 1.2) are showed below. 
From these tables it is necessary to notę that the 
MSWF algorithm has shown the best results (greatest 
ąuantity of the smallest deviations fforn true signal; 
there is no one worse result; best results of relative 
deviations) in comparison with other algorithms (Fig. 
5). Conceming cases, when the results of MSWF 
algorithm worse from the results of other algorithms, 
it is necessary to node that their size is insignificant in 
comparison with the best results. The ąuantity of the 
worse results is insignificant in comparison with the 
best results also (one result from ten for algorithm 
"D.Dolev" and three results from ten for "R.Brooks 
and S.Iyengar" and "S.Mahaney" algorithm).

The results of functioning of all algorithms at the 
normal distributive law of measurement errors are 
presented in the Tables 2.1 - 2.3.

Table 1.1.
The calculated yalues of true signal

I 2 3 4 5 6 7 8 9 10
True signal 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300
Dolev 5,1592 5,1485 5,3249 5,5192 5,6599 5,3535 4,9532 5,9629 5,5192 5,1485
Mahaney 5,1110 5,1736 5,4982 5,5395 5,7466 5,2241 5,0750 5,7461 5,5396 5,1736
Brooks 5,3309 5,0693 5,3748 5,1509 5,4673 5,0979 5,4787 5,3187 5,1509 5,0693
MSWF 5,1704 5,1855 5,3918 5,2714 5,5225 5,2619 5,0690 5,8880 5,2714 5,1855

139



Table 1.2.
Deyiation from true signal yalues

1 2 3 4 5 6 7 8 9 10
Dolev 0,0708 0,0815 0,0950 0,2892 0,4299 0,1235 0,2768 0,7329 0,2892 0,0815
Mahaney 0,1190 0,0564 0,2682 0,3095 0,5166 0,0059 0,1550 0,5161 0,3096 0,0564
Brooks 0,1010 0,1607 0,1448 0,0791 0,2373 0,1321 0,2487 0,0887 0,0791 0,1607
MSWF 0,0596 0,0445 0,1618 0,0414 0,2925 0,0319 0,1610 0,6580 0,0414 0,0445

Table 1.3.
Relatiye deviations of all algorithms yalues from MSWF algorithm

1 2 3 4 5 6 7 8 9 10
Dolev 1,1879 1,8315 0,5869 6,9855 1,4697 3,8715 1,7193 1,1138 6,9855 1,8315
Mahaney 1,9966 1,2674 1,6576 7,4758 1,7662 0,1850 0,9627 0,7843 7,4783 1,2674
Brooks 1,6941 3,6112 0,8949 1,9106 0,8113 4,1411 1,5447 0,1348 1,9106 3,6112

Fig 5 Diagram of d e v l i t l o n  of true aignal from  Ita raal valua 
(equal d is tr ibu t lon  law]

The analysis of these tables has shown that the MSWF 
algorithm is morę effective. The number of the best 
results (minimal deviations from true signal) is 
greatest (Fig. 6). Also the MSWF algorithm is better 
taking into account the worst cases, when the 
deviations of the resulting readings from true signal is 
greatest (numbers of the worse results at MSWF 
algorithm is equal 2 and in "D.Doley" algorithm is 4).

The experiments were fulfilled with use of the 
exponential and Simpson distributive laws of 
measurement errors. At using of the exponential 
distributive law the most stable value receives

"R.Brooks and S.Iyengar" algorithm. Its results have 
little change in comparison with true signal, though it 
shows the worst results on occasion. At using of the 
Simpson distributive law the results of MSWF 
algorithm are better (greatest ąuantity of the least 
deviations from true signal and rather not plenty of the 
greatest deviations). If consider relatiye deviations 
then the results of MSWF algorithm in 4.5 times is 
best in comparison with other algorithms.

The experimental results of data fusion 
algorithms functioning have confirmed, that at using 
of equal, normal, exponential and Simpson 
distributiye laws the most preferable is MSWF 
algorithm. The results of the given algorithm are best 
at equal, normal and Simpson distributiye laws. At 
exponentially distributed measurement errors it has 
worse results where high stability has shown 
"R.Brooks and S.Iyengar" algorithm. Therefore, the 
developed MSWF algorithm morę effective calculates 
the correct value at the existence of the fault data. 
Using of this algorithm can improve accuracy and 
precision in many distributed applications. The 
MSWF algorithm will be used in intelligent 
distributed sensor network [3] where sensor errors are 
mainly distributed on normal distributiye law.

Table 2.1.
The calculated yalues of true signal

1 2 3 4 5 6 7 8 9 10 11 12 13 14
Real signal 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5,2300 5.2300 5,2300 5,2300 5,2300 5,2300 5,2300
Dolev 5,2083 5,2547 5,3558 5,7200 5,3289 4,9702 5,2167 5,3159 5,3327 4,9898 4,9368 5,2815 5,2696 5,4345
Mahaney 5,2419 5,1941 5,2930 5,6596 5,2819 5,0843 5,2923 5,4470 5,2692 4,8184 4,9481 5,3165 5,2670 5,3986
Brooks 5,0828 5,1229 5,1841 5,5279 4,9373 5,2438 5,1169 5,1225 5,3586 4,9534 5,0784 5,3080 5,0144 5,4218
MSWF 5,2497 5,1400 5,2185 5,6824 5,2516 5,0761 5,1559 5,2672 5,2391 4,9727 5,0632 5,3796 5,2763 5,5818
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ТаЫе 2.2.
Deviation from true signal yąlues

!----------- Г 2 3 4 5 6 7 8 91 10 11 12 13 14
Dolev 0,0216 0,0247 0,1258 0,4900 0,0989 0,2597 0,0132 0,0859 0,1027 0,2401 0,293194 0,051528 0,039608 0,204585
Mahaney 0,0119 0,0358 0,0630 0,4296 0,0519 0,1456 0,0623 0,2170 0,0392 0,4115 0,281898 0,086592 0,037052 0,168679
Brooks 0,1471 0,1070 0,0458 0.2979 0,2926 0,0138 0,1130 0,1074 0,1286 0,2765 0,15153 0,07801 0,215508 0.191833
MSWF 0,0197 0,0899 0,0114 0,4524 0,0216 0,1538 0,0740 0,0372 0,0091 0,2572 0,166736 0,149691 0,046336 0,351878

Table 2.3.
Relatiye deviations of all algorithms yalues from MSWF algorithm

1 2 Л 4 5 6 7 8 9 10 11 12 13 14
DoIev 1,0979 0,2750 11,035 1,0831 4,5610 1,6888 0,1786 2,3049 11,190 0,9334 1,758438 0,34423 0,854811 0,581408
Mahaney 0,6068 0,3982 5,5247 0,9496 2,3950 0,9466 0,8421 5,8206 4,2772 1,5998 1,690689 0,578468 0,799645 0,479368
Brooks 7,4522 1,1901 4.0226 0,6586 13,496 0,0901 1,5265 2,8812 14,004 1,0750 0,908801 0,521138 4,651006 0,545169

Fig. 5 Diagram of deviation of true signal from its real value (normal distribution law)

4. Conclusion

Algorithm of mean-square weight factor is 
offered and experimentally checked. It has shown the 
best results at calculation of values from sensors with 
different data disorder.
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ABSTRACT
The speed of calculations homogeneous cellular 

automata is determined depending on depth of 
overlapping with use of a method of overlapped 
Windows. Optimum depth of overlapping also is 
investigated depending on parameters cellular 
automata.

As boundary  OE in a window have not the 
informations from a part of neighbours, taking place 
outside a window, after perform ance of o n e  operation 
the boundary c e lls  in a window will contain false 
meanings. After tw o  o p era tio n s already two layers of 
boundary e lem en ts  will contain the false information 
etc. For e lim in ation  o f  the given phenomenon use 
overlapping W indow s with depth p (Fig. 1).

1: In troduction

One of the important information tasks at the 
present stage of development of a science and 
engineering is the image processing. Cosmo- and 
aeroshooting, systems of navigation and detection, 
recognition and identification, medicine, geodesy - 
these and other areas of human activity require image 
processing.

In most cases images are represented as two- 
dimensional matrix by M x N. For processing such 
images are widely used cellular logie and cellular 
automata (CA).

The widespread matrixes of operational 
elements (OE) CA - four-coherent and eight- 
coherent.

OE in a matrix are connected among themselves 
by local Communications. OE carries out some set of 
operations of cellular logie, when the result of 
operation is defined as logie fiinction of meaning of 
the element and its neighbours.

One of problems of the image processing on CA 
is connected that the image in most cases has the 
sizes exceeding the sizes of a matrix OE. In this case 
image process by a successive - parallel way, breaking 
them on separate window [1]. The image by the size 
M x N is processed on a matrix OE by the size m x n 
(size of a window), and m < M and n < N.

T
E

A

F igu rę  1.P ro cess in g  by  a  m e th o d  o f  overłapp in g  
Windows.

Depending on a kind of processing the various 
variants of use of overlapped Windows are possible 
[2,3]. Actually the CA can use the various kinds of 
processing and the size of a source image can be 
changed in a wide rangę. Therefore the problem of 
choice of depth of overlapping depending on 
parameters of a system is of interest.

In work the efficiency of use of the given 
method is considered depending on the sizes of the 
image, matrix OE, depth of overlapping and 
reloading speed of a matrix OE. Optimum depth of
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overlapping also is considered depending on
parameters of system. By substituting (1 -5) in (6), we shall receive

2: Dependence of time of processing on 
depth of overlapping

Let’s define time required for image processing, 
if m x n - size of a window, M x N - size of the 
image, p - depth of overlapping, к - number of 
operations, which are necessary to execute, top - the 
time of performance of one operation (is supposed, 
that any operation is carried out for identical time), tr| 
- time spent on reloading CA with transition ffom one 
window to another.

Let Vh - number of Windows on a horizontal.
Then

(Yh - 1  ) - ( n - p )  + n = N  
Vh = in t+ [(N -  p )  / ( n - p )  ]

r = m t ł [WĄ t a ‘ [ ^ ]
n - p

(t,p -k + trl • in t+ [

m - p  
к

i n t t f ]
-])

(7)

Let's determine expenses of a time Tn if not to 
make over!apping Windows:

N
V/, = int+ [ ]n

+ м
Vv = m t +[ - ]  (8)

m
H = k

Неге Int+[x] means nearest greater whole. 
Similarly, the number of Windows on a vertical Vv is 
defmed by

By substituting (3) and (8) in (6), we shall 
receive

Fv = in t +[ ( M - p ) /  ( m -  p)]  (2)

The complete number of Windows V is 
determined by

V = Vh -Vv (3)

The number of operations G, which can be 
executed without occurrence of the erroneous data, 
found by

G = in t [ ~ | (4)

Неге int[x] means the whole part of number.
The number of passes H under the image specified by

= (5)

The time of processing of the image T is given 
by

T = top- k -V + trl-V H  (6)

Let's express parameters M, N, m, p through n, 
and tri through top, by entering corresponding 
coefficients and assume n Im  and tri >top:

m = S1, • n, 5, >1
N  = S 2 n, S 2 >1
M  = S, n, S 3 ^1 (10)

p = S 4 n, 0 < S Ą < 1

li bo LA *-> S 5 > 1

The restrictions on S2 and S3 define the size of
the image morę or equal to a size of matrix OE. The 
restriction on S4 defmes, that the depth of overlapping 
lays in limits ffom 0 up to the short party of a matrix 
OE. The restriction on S5 specifies, that the reloading 
time of a matrix OE is not less time of performance of 
any other operation. Besides that the variables m, n, 
M, N, p are integers.
Then the expressions (7) and (9) will be copied as
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Т . in t * [ Ł Ł ) . i n r i f - i ]  t<r -(k+Ss mtf[— f-— ])
l - . V . '\ 'JA • ГП ^4 |

m - y - \

r„=mt*[SJ mtł [ | ]  * („ ( l+ Ą )

(П)

What to estimate as far as the processing with 
overlapped W indow s is effective, we shall calculate 
the attitude R = T/Tn:

W *  int+ [------ -])
S ' ~ S * int[ " ' £ ]

R = — ---------------------------- --------s --------- ---------------------f —  (12)
int' [5 2 ] int* [ - ]  ■ к •( 1 + S5 )

^1

So, w e  have deduced d ep en d en ce  of effic ien cy  
of u se  of a method of th e  overlap p ed  W indow s for 
homogeneous CA ffom param eters of system .

For determination of optimum depth of 
overlapping it is necessary to resolve the eąuation 
R’(S4)=0. However even if to drop all non-continuous 
functions int' the problem is reduced to a solution of 
a eąuation of fourth grade. On this reason optimum 
depth of overlapping was simulation.

3: Results of modeling

The estimation of efficiency of depth of 
overlapping depending on parameters of system was 
simulated on the Computer. For it the meanings Si, 
S2, S3, S5, k, n were fixed. The meaning of depth of 
overlapping p was changed ffom 1 up to n with a step 
in 1 pbcel. For each of p the meaning S4 and R under 
the formulas (10) and (12) accordingly was 
calculated. Parameters Sb S2, S3, S5, k, n further were 
varied and again meanings S4 and R for each of p was 
calculated. The results of modeling are submitted on 
fig.2.

In a figurę the family of dependences R (S4) is 
submitted with n = 128, Si = 1, S2 = 8 and S3 = 10. 
This parameters appmximately corresponds to real 
system (the size matrix of OE 128x128 elements and 
the size of image 1024x1280 pixels). The diagrams 
are given for S5 = 1 and к = 10, for S5 = 10 and к = 
10, for S3 = 10 and к = 100, for S5 = 100 and к = 10, 
for S5 = 100 and к = 100. Such values of S5 and к 
were taken only with goal to demonstrate that in some

ca ses  th e  u se  of overlap p ed  W indow s is in crea sin g  
sp eed  of im a g e p ro cess in g .

R
i 1

nn "1U, У г  чПО 1J i
n-128, S H , S2=8, S3=10

o.
n 7 J 1: S5=1, k-10

П G h
2: S5-10. k-10

(1C _i. t i<
3: S5=10, k=100 
4 ■ 45=1011 k=10U,3 ^

n A il .4 5: S5=100, k=1000.1 ,,
fi 1 \ {  r Л t t ju.j l
n 9 —

- , f r
/ 5

LU 
П 1 H r , КГУ
U, I

0.1 0,3 0.5 S4

F igu rę 2. F am ily  o f  d ep en d en ces  R  (S4) w ith  n = 
128, S I  =  1, S 2  =  8 a n d  S3  = 10.

From the diagrams it is visible, that with 
increase of reloading time CA S5 the efficiency of use 
of overlapping raises. So, with S5 = 1 R is not lowered 
below 0.7, and with S5 = 10 can be reduced less than
0.3. Besides that with increase S3 optimum depth of 
overlapping (the meaning of depth of overlapping p 
with which is observed a minimum R) is increasing 
too.
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The change of number of carried out operations 
к influences the diagram differently. With increase к 
the optimum depth of overlapping practically does not 
change, however right side of the diagram becomes 
essential horizontally. Thereof the size R becomes 
ctose to minimal for a wide rangę of depth of 
overlapping p.

The numerical meanings of optimum depth of 
overlapping S4, size R achieved with the given depth,

and rangę of depth of overlapping, for which 
R<l.lRmin are shown in table 1. Rmin designates the 
minimal meaning R for given S(, S2, S3, S5, k, n with 
change p from 1 up to n-1.

Optimum depth of overlapping in a number of 
cases is submitted by rangę of meanings. It not that 
other as influence of non-continuos function int+. For 
the same reason there are a few intervals of close to 
minimal meanings S4 represented in the last column.

Table. 1.
M ean in gs o f  o p tim u m  depth  o f  o verla p p in g  S 4, a n d  R  a ch ie ve d  w ith  th e  g iv en  dep th , a n d  ra n g ę  o f  dep th  o f  
overlapp in g , f o r  w h ich  R <1. !R min.

with n=128, 
S.=1,S2=8, 

S3=10

Optimum depth 
of overlapping 

S40|lt

R with 
S4=S4opl

Rangę S4 with R<l.lRmm

Ss=l, k=10 0.086-0.094 0.7425 0.070-0.125
S5=10, k=10 0.164-0.180 0.2727 0.164-0.219

S5=10, k=100 0.211-0.219 0.2659 0.164-0.219 0.242-0.250 0.273-0.297
S5=100, k= 10 0.164-0.180 0.1634 0.164-0.219

S5=100, k=100 0.398 0.1287 0.273-0.297 0.320-0.352 0.398-0.414
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Ab st r a c t

This paper presents an approach to detect symmetries 
o f switching functions for efficient design o f Reed- 
Muller decision trees (DTs) and decision diagrams 
(DDs). The information theory measures o f switching 
functions are used to determine possible symmetric 
variabies and therefore to reduce search space. This 
approach allows to detect different types o f 
symmetries o f any variables coincident. We consider 
the techniąue to apply symmetries properties that can 
significantly improve Reed-Muller DT or DD design. 
We implement symmetry detection algorithm as a part 
o f program for switching function minimization based 
on DT design. Experiments have been performed on 
MCNC benchmarks and the results verify the 
efficiency o f our approach.

KEY WORDS: Switching functions, symmetry, 
decision trees and diagrams, information theory 
measures

1. INTRODUCTION

Determining symmetries among groups of 
variables is important in problems of logie 
synthesis [5], design verification and testing [7], and 
in problems of technology mapping, i.e. Boolean 
matching [10, 18]. The effectiveness of matching 
procedurę can be inereased if the groups of symmetric 
variables are known.

The symmetry properties are used in different 
areas of logie design. There are well known methods

of Circuit design, decomposition and minimization 
[4, 6, 15, 16]. In our investigation we focus on the 
detection of symmetries for Reed-Muller DT and DD 
design and further application for switching function 
minimization.

There are several techniąues to recognize 
symmetries based on different principles, namely,
(i) manipulation of a truth table and truth column 

vector developed in this paper;
(ii) transformation of the given function into spectral 

domain;
(iii) formal representation of symmetric functions 

(decision trees and diagrams, Reed-Muller forms, 
etc.).
The well known algorithms explore properties of 

symmetries via manipulation of the truth tables. For 
example, in [17] an effective method to detect 
different types of symmetries based on numerical 
methods has been proposed.

The second direction exploits features of spectra 
to determine the symmetries in variables for given 
function. There are many results on detecting 
symmetries in Hadamard, Haar and other transform 
bases [5]. However, spectral coefficients are very 
expensive to compute and storę for functions with 
large number of variables.

Formal representation of symmetric switching 
functions in positive polarity Reed-Muller (PPRM) 
expressions are studied for recognition symmetries 
in [1]. Authors use an additional program to obtain 
PPRM expression.

In recent years binary decision diagrams have 
been used as an efficient data structure to storę

’ This work was partially supported from Fund of Fundamental Researches (BELARUS).
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functions, and symmetry detection has become feasible 
for functions with large number of variables [2, 8, 9]. 
Fast detection of symmetric variables is important for 
DTs and DDs design.

In our approach we consider switching function 
represented by truth tables or truth column vectors and 
use symmetric properties for efficient trees and 
diagrams design.

The paper is organized as follows. Section 2 
outlines background of investigation and presents 
necessary definitions and notations. Section 3 presents 
an approach to detect different types of symmetries. 
Section 4 outlines algorithm to detect symmetries 
InfoRECSym and gives principles of Reed-Muller DTs 
and DDs design for symmetric switching functions. 
Section 5 presents experimental results and Section 6 
concludes the paper.

2. B a c k g r o u n d

Let give some essential definitions and 
prepositions that are important for the understanding 
the paper.

We use the following notations:______________
X  = {*,, x2, ..., x„ } a set of variables
/ (  X i ,  x2, .... x„) or/  a switching function
/ »  f l cofactors of /  with respect to 

arbitrary variable x.
{ X / } a symmetric pair
O a set of expansion types
H( f ) entropy of switching function/
H U  | X) conditional entropy of function 

/ with respect to variable x
Switching function /  can be represent as positive 

Davio (pD) expansion

/ = / ;  © * < / ; « / * ), 
and negative Davio (nD) expansion 

/ = / , © * < / ; © / * ) ■

We consider Reed-Muller DT or DD as directed 
acyclic graph. Each node is labeled with possible 
expansion co with respect to arbitrary variable x, A 
couple ( x, co) is assigned to a node, where х e X  and 
и е  fi. For Reed-Muller DTs and DDs: 
Q = {pD, nD }. pD and nD nodes and cofactors of 
expansion are shown in Fig. 1.

Fig. 1. Nodes and cofactors of pD and nD 
expansion of switching function fwith 

respect to variable x.

2.1. Sy m m e t r ic  s w it c h in g  fu n c t io n s

For any pair of variables x, and x} there are four 
c o fa c to rs /^ ,/  v /  f x ;. /

A function /  is nonequivalent symmetric in 
variables x, and xp denoted as { x„ x, } or { x„ x, }, if
/  remains invariant when this variables are 
interchanged:/ X/X = f x. x. [3].

A function /  is equivalent symmetric in variables 
x, and xj, if it remains invariant when x, and xs
( x, and Xj) are interchanged: f  XjX - f  X/ x [3]. This 
type of symmetry is denoted by { x„ x, } or { x„ x, }.

If function /  is simultaneously nonequivalent and 
equivalent symmetric in x, and xp then /  is multiform 
symmetric [3].
Example 1.
(i) Function /  = x2 Ф x3 0  x2 x3 ® xyx2 x3 is

nonequivalent symmetric in x2 and x3;
function f  = xyx2 + xyx2 is nonequivalent
symmetric in x2 and x3;

(ii) / =  X] © x2 ® xyx2x2 is equivalent symmetric in 
variables { 3 ,̂ x2 } or { x u x2 };

(iii) / =  x.y x2 + x,-x2 is multiform symmetric in { xb 
x2 } ({ *i, *2 }) and { x u x2 } ({ r,. x2 }).

A function /  is partially symmetric with respect 
to X, с  X, if any permutation of variables in X, leaves /  
unchanged.

A function f  is totally symmetric if every pair of 
variables in the function is either nonequivalent or 
equivalent symmetric.
Example 2.
(i) Function / =  I , ф x2 Ф xyx2 x2 is partially 

symmetric in variables { xl( x2 } or { x x, x2 }.
(ii) / =  xy x2 + x vx2 and / =  xyx2 © xyx2 ® xrx2 

are totally symmetric functions.
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2.2. Information theory notations 3. Detection of symmetries

We use information theory measures to reduce 
the search space of detecting symmetric variables 
pairs. Besides we utilize the information measures for 
efficient Reed-Muller DTs and DDs design 
[U, 12, 14].

In order to ąuantify the information content 
revealed by the outcome for finite field of events with 
probabilities distribution, Shannon introduced the 
concept of entropy. Entropy of switching function /  is 
given by [13]:

H ( / )  “  -P\r-o ■ log2p  \fro -p \fr\ ■ bgгР  |/-i- (1)

We calculate probabilities p  t = к |/=*/ k, where 
к i is the number of assignments of values to 
variables (pattems) for which /  = b, and к is the total 
number of assignments.
Example 3. Let us calculate entropy of switching 
function /  given by truth column vector 
[1100000111000010]: #  ( / )  = - 6/16 • log2 6/16 -
l0/i6- log2 10/|6= 0.95 bit/pattem.

We consider the process of DT or DD design as 
recursive decomposition of switching function. A step 
of this recursive decomposition corresponds to the 
expansion of switching function /  with respect to 
variable x. Assume that variable x of function /  carries 
information that is, in some sense, the ratę of influence 
of the input variable to output,/

For positive Davio and negative Davio expansion 
we use conditional entropy W® ( / |  x ) as information 
measure [14]:

t f D( f \  x ) = P\jM) ) + P \ ^  ■ H(f-X @ f x ), (2)

In this section we focus on detecting different 
types of symmetries (nonequivalent, equivalent, 
multiform, totally symmetry) by information measures, 
presented in subsection 2.2.

3.1. D e t e c t io n  o f  n o n eq u iv a le n t

SYMMETRY

Statement 1. Switching function /  is nonequivalent 
symmetric in { x„ x, } or { x„ x, } if

/* , ® /x, = f  xj ® fxj  and f~x = / l /. / , 1 = / y  
Proof. It is easy to show that f x -  f XjX + f xx  and 
f  x ~ f x lxj +f x t x, hear '+' means union of cofactors. 
The nonequivalent symmetry condition /  X/X - / *  * 
implies f  x. = / ,  . Similarly, f  x. = f i  Hence, we can 
write/;,. ® f x. - f Xj @f-Xf ,

DT or DD nodes with nonequivalent symmetric 
variables are assigned together as primitives (Fig.2). 
Property 1. If switching function /  is nonequivalent 
symmetric in x, and Xj then

x , ) = l f D f \ Xj) and 
f r D( f \ x l ) - i r l \ j \ x J ).

This property of entropy equality is necessary but 
not enough to detect symmetry.
Example 4. Consider switching function /  of four 
variables that correspond to truth column vector 
[ 1100000111000010].

The cofactors for this function presented in Table 
1. The information measures for pD and nD expansion 
are given in Table 2. According property 1 we analyze 
pairs with equal information measures. Nonequivalent 
symmetries in { x2, x3 } and in { xb x4 } are possible.

W"D( / | x )  = p |I_l ■H(fx ) + p lx=0 H(f-x ® f x ). (3)

Thus, in proposed approach we consider the 
following tasks, that will be partially solved by 
information theoretic measures:
1. How can we determine different types of 

symmetries in variables for a given switching 
function f?

2. How can we use symmetric properties for efficient 
design o f Reed-Muller DTs and DDs?

f

fi, ij © /r, ij f i,  i, ®У ift
Fig. 2. Nodes of Reed-Muller DT or DD that 

correspond to nonequivalent symmetry.
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ТаЫе 1. The cofactors to detect symmetries 
(Example 4).

f i / , f x ® f x

^1 [ 1 1 0 0 0 0 0 1 ] [ 1 1 0 0 0 0 1 0 ] [0 0 0 0 0 0 1 1 ]
x2 [ 1 1 0 0 1 1 0 0 ] [0 0 0 1 0 0 1 0 ] [ 1 1 0 1 1 1 1 0 ]

X3 [ 1 1 0 0 1 1 0 0 ] [0 0 0 1 0 0 1 0 ] [ 1 1 0 1 1 1 1 0 ]
X Ą [ 1 0 0 0 1 0 0 1 ] [ 1 0 0 1 1 0 0 0 ] [0 0 0 1 0 0 0 1 ]

Table 2. The information measures 
(in bit/pattern) for positive and negative 
Davio expansion (Example 4).

f f n  ( f  1 X ) t r n  ( f  | x)
Xi 0 . 8 8 0 . 8 8

X 2 0.91 0.81
*3 0.91 0.81
XĄ 0 . 8 8 0 . 8 8

The function /  is nonequiva!ent symmetric in 
{ *2, *з V f i 2 ® f x 2 =f x з ® /* 3 and/  ;2 = / ; 3.

This function is nonequivalent symmetric in 
{ x u xt }: / ; ,  ® f x x = / i 4 ® f x 4 and f x, =f  x4,
taking into consideration the necessary permutation of 
variables assignments.

As a result of DT or DD design we obtain the 
following fixed polarity Reed-Muller expression: 

/  =  1 ®  JC2 ©  X 3 ®  X 2 X 3 ©  X y X 2-X3© X ą-X2 x 3.

3 .2 .  D E T E C T IO N  o f  e q u i v a l e n t  s y m m e t r y

Statement 2. Switching function /  is equivalent 
symmetric in { xh xs } or { x, } if

f i ,  ®fx,  ®fxj  a n d /;  = /* .,/*  = / ;  • 
Proof. It is easy to show that f x -  f X(t + f  x x and 

/ ;  = f  i, ;  + / x. hear '+' means union of cofactors. 
The equivalent symmetry condition f  x/c = / ;  ; 
implies f x . = / ;. Similarly,/ ;  = / x. Hence, we can 
write Д  © / ;  = f  Xj ® / ;y. .

DT or DD nodes with equivalent symmetric 
variables are placed together (Fig.3).
Property 2. If switching function /  is equivalent 
symmetric in x, and xJt then

f f D( f \  x, ) = xt ) and
W"D( / I  ) = ł f D( f \  xt ).

This of entropy equality is necessary but not 
enough to detect symmetry.
Example 5. Consider switching function /  of three 
variables that correspond to truth column vector 
[11100011].

Fig. 3. Nodes of Reed-Muller DT or DD that 
correspond to equivalent symmetry.

The cofactors for this function given in Table 3. 
The information measures are presented in Table 5. 
Equivalent symmetries in { jci, x2 } and in { x2, x2 } 
are possible.

The function /  is equivalent symmetric in 
{ x u x2 } : / ; l Ф Д  = / ; 2 ® /* 2 a n d / = Д  and

/* , “ / J 2-
This function is not equivalent symmetric in 

{ x2, x3 } cause / ; 2 @ f  Xl ^ / ; з Ф Д .
Finally, we obtain the following fixed polarity 

Reed-Muller expression:/ =  © x2 © x t-x2-x3.

3 .3 .  D E T E C T IO N  O F M U L T IF O R M  A N D  TO T AL L Y  

SY M M E T R IE S

Property 3. If switching function /  is multiform 
symmetric in { x„ xs }, then

^ D( / | * y) = t f " ( / | x ; ) =

Table 3. The cofactors to detect symmetries 
(Example 5).

f i f x f  x ®  f x

Xi [1110] [0011] [1101]
X2 [1100] [1011] [0111]
x3 [1101] [1001] [0100]

Table 4. The information measures 
(in bit/pattern) for positive and negative 
Davio expansion (Example 5).

ł f D( f  |x) HnD(f\x)
1̂ 0.81 0.91

x2 0.91 0.81
x3 0.81 0.91

HrD{ f \ x i ) = HnD{ f \ x j ).
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Example 6. (Continue o f Example 4) The function/is 
multiform symmetric in { xb xĄ }, cause 
H”D{ f \  *, ) = l f \ f  I Xj) = H”D( f \  X,) = H”D( f \Xj)
= 0.88 bit/pattern.
Property 4. If switching function /  is totally 
symmetric, then for each couple (лt, co) the value of 
H*° ( / |  x ) is the same.
Example 7. Consider switching function of three 
variables /  = [000101111].

The cofactors for this function presented in Table
5. The information measures for pD and nD expansion 
are given in Table 6. Information measures for all 
variables are equal. Function /  is totally symmetric:
/ =  XiX2 ® X2 *з © Х3 Х1.

4. A l g o r it h m  t o  d e t e c t  s y m m e t r ie s

A N D  P R IN C IP L E S  O F  R E E D -M U L L E R  DTS O R  

DDS D E S IG N

We propose an algorithm to detect symmetries of 
switching functions for Reed-Muller DT design. The 
algorithm called InfoRECSym {Infomlation 
RECognizer o f  Symmetries) is described in Fig.4.

We incorporate the symmetry detection 
algorithm InfoRECSym to DT or DD design by 
following stages.
Stage I. For each variable x of function /  calculate 

information measures Hw( f \ x ) .  Select 
subset of couples ( x, a ) for which 
УГ ( / |  jc ) —> min.

Stage 2. Check for symmetries according symmetry 
detection algorithm (Fig. 4).

Stage 3. For each symmetry pair construct DTs or 
DDs primitives (Fig.2 and Fig. 3).

Table 5. The cofactors to detect 
symmetries (Example 7).

A f x f x ® f x
*1 [0001] [0111] [0110]
*2 [0001] [0111] [0110]
*3 [0001] [0111] [0110]

Table 6. The information measures 
(in bit/pattern) for positive and negative 
Davio expansion (Example 7).

I f D (f\ X) H"° (Я x)
X\ 0.91 0.91
X2 0.91 0.91
*3 0.91 0.91

/* (input)/= /(x ,, x2, ..., *„)*/
/*(output) symmetry pairs { xu X j } * l

InfoRECSym if) {
for  each variable хе X  {

Determine cofactors f 0 and f  and storę into
sub table:

pD nD
/o = A

/1 = f - x ® f x

f)  ~ f  x 

f  = f x  © f x

Compute information measures IT0 ( f \ x )  for 
pD and nD expansion, according (l)-(3)

}
for  each pair { x„ Xj } { 

i f  HpD( f \ x l ) = HpD( f \ x J ) md
Д"°(/1 x, ) = H"D( f \ Xj) 

i f  f x t Ф “  f Xj ® f x t and f x. = f Xj
then f  is nonequivalent symmetric in 

X; and Xj
i f  f f ‘\ f \  x, ) = H"D( f \  Xj) and 

H"D( f \  x, ) = t f \ f  | xt ) 
i f  A ® / l , = / x y® /x. and A  = f x j  
then/ i s  equivalent symmetric inx, and x} 

i f  f  is nonequivalent and equivalent 
symmetric simultaneously 
then / i s  multiform symmetric in x, and xt

}
i f  checked pairs are either nonequivalent

or equivalent symmetric then /  is totally 
symmetric function.

Fig. 4. Sketch of the algorithm to detect 
symmetries of switching function f.

Example 8. Let us consider the process of Reed- 
Muller DT design for switching function /  that given 
by truth column vector [11111001]. The cofactors and 
information measures are presented in Table 7 and 
Table 8 respectively.
Step 1. According information measures for DT node 

we assign the couple ( *i, pD ) (Fig. 5).
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Table 7. The cofactors (Example 8, Step 1).

f x f x f x ® f x

*1 [1111] [1001] [0110]
*2 [1110] [1101] [ООП]
*3 [1110] [1101] [ООП]

Table 8. The information measures 
(in bit/pattern) for positive and negative 
Davio expansion (Example 8, Step 1).

t f D(f \x) ITD (f  | x)
*1 0.5 1
*2 0.91 0.91
*3 0.91 0.91

Fig. 5. Step 1 of DT design (Example 8).

Let us consider cofactor / j  =[1111]. The 
cofactor is constant, therefore we assign a leaf 
(logie value 1) to Reed-Muller DT.

Step 2. Consider cofactor / ; ,  0 / x,= [0110]. The 
cofactors and information measures are given 
in Table 9 and Table 10 respectively. The 
information measures are equal. The cofactor 
f x , ®  f x ] is multiform symmetric in x2 and x3. 
Finally, we assign primitives with pD nodes 
for decision tree (Fig. 6).

We obtain the fixed polarity Reed-Muller 
expression:/ =  1 0  x\-x2 0  x t x2.

Table 9. The cofactors (Example 8, Step 2).

f x f x f x ® f x

*2 [0 1 ] [ 10 ] [ 11 ]
X 3 [0 1 ] [ 10 ] [ 11 ]

Table 10. The information measures 
(in bit/pattern) for positive and negative 
Davio expansion (Example 8, Step 2).

l f D ( Я  X ) i r D ( f  1 * )

X2 0 .5 0 .5

*3 0 .5 0 .5

Fig. 6. Reed-Muller DT (Example 8).

5. E x p e r im e n t a l  r e s u l t s

We incorporate InfoRECSym algorithm in 
program of minimization of switching function via 
Reed-Muller DT design InfoEXOR [14] - on Pentium 
100 MHz (RAM 48 Mb), programming language C++ 
under OS Windows 95.

To verify the efficiency of symmetry detection 
approach, we tested program on MCNC benchmarks 
(completely specified Boolean functions). Table 7 
contains ffagments of our results. The column with 
label in shows the number of variables, column with 
label out nr. shows the output number (we consider 
single output benchmarks). In column Time the 
running times for the algorithms in CPU seconds are 
given. The column CT refers the number of products in 
minimized FPRM expressions.

The running time of InfoEXOR program with

Table 11. Comparison of running times for 
Sympathy [4], lnfoEXOR [14] and lnfoEXOR 
with algorithm InfoRECSym.______________

Sympathy InfoEXOR
(FPRM)

lnfoEXOR
(FPRM)+

InfoRECSym

in/
out nr.

CT Time0, s Time&, s Time&, s

xor5 5/1 5 0.1 0.001 0.001
rd84 8/1 28 0.1 0.010 0.001
rd84 8/4 70 0.1 0.092 0.001
9sym 9/1 173 0.1 0.341 0.087
symlO 10/1 266 0.2 2.620 0.152
Total 0.6 3.064 0.242

. -ЛП»/„___§ f

-----13 times---- 1
° S p a r c  1 +  Workstation, O S  U N IX  
&P e n tiu m  1 0 0 M H z  p r o c e s s o r , O S  W in d o w s  9 5
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symmetry detection algorithm InfoRECSym is better 
for 60% than program Sympathy [4] and in 13 times 
better than original program InfoEXOR.

6. CONCLUDING REMARKS

This paper addresses the detection of different 
types of symmetries of switching function for Reed- 
Muller DTs or DDs design. We investigate symmetry 
detection by information theory point of view that 
gives us additional properties for switching function 
minimization techniąues. Our program InfoRECSym 
successfully recognize symmetries for efficient Reed- 
Muller DTs or DDs design.

In futurę it will be interesting to extend our 
results to detect symmetries in multivalued functions.
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A bstract

A neural network architecture for the 
optimization problems is discussed. It is a feedforward 
neural network with fixed weights. Such approach 
consists in definition the weights, using a priori 
knowledge. This paper describes the neural network 
for solving optimization tasks.

1. Introduction

A lot of combinatorial tasks belong to the class of 
NP-complete problems. In this case optimum Solutions 
can not be guaranteed to be found in polynomial time. 
Therefore a number of heuristics have been proposed 
to fmd approximate Solutions [1,2]. Neural approaches 
based on different kinds of collective computation 
have gained interest [3-6]. This paper describes the 
neural network for combinatorial tasks. The 
architecture is inherently parallel and many units can 
carry out their computations at the same time. The 
principle of architecture and fimctionality of such 
network is shown on the example of solving the 
“shortest way” problem and knapsack problem.

2. The generał architecture

The generał architecture of the neural network is 
presented on Figurę 1. It consists of 3 layers.

The input units receive data from outside 
the neural network and distribute these data to hidden 
units. The units in the hidden layer determine various 
variants of the decision of a task. A unit in the output 
layer is meant for definition of the optimum decision 
of a task:

Zk=opt(yj), (1)

where к -  the number of the hidden unit, which 
identifies the optimum solution, Zk -  the optimum 
solution of a combinatorial task. Let’s examine the 
decision of some optimization tasks.

Figurę 1. The generał architecture of the 
neural network

3. The “shortest way” task

The “shortest way” problem consists in the 
following. Given n cities, initial and finał points of 
route. The distances between various cities are known. 
What is the shortest way between the initial and finał 
points of the route? Let’s determine the structure of the 
neural network. The ąuantity of input units is given by 
the simple formula

p = (n - l)(n -2 )+ l, (2)
where n is number of cities.
The distance Dy between the points of route i and 

j enters input units. It should be marked, that
i = 1, n - 1 .  j  = 1, n . i *  j . j  > i

9 9 9

for i= 1.
So, if n=4, then p=7 and input vector of distances 

is given by
D = (77,2, D13, Du , Z)23, D24, Di2,7)34) ^ j

Notę that 1 characterizes initial and 4 -  finał 
points of route. The neurons in the hidden layer forms 
possible ways between initial and finał points of the 
route. The ąuantity of the hidden units is as follows:
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пЛ ' п - 2
т = 2-i

/-i п -  г -1

nl
(Л - | - 1 ) ! = ( л - 2 ) ! ] Г -

1

w ( f -1 ) !  

(4)
where 0!=1.
It should be marked, that if n is very big, then we 

can obtain
л-l 1
Y — = e

In this case
m » e(n -  2)!
Later on we shall represent the components of an 

input vector in linear system of coordinates 
D = (Dl,D2,...,Dp) ^
Then the outputs of the hidden units is computed 

as
*4- _

y, = 2- ,wvD‘
1=1

where j  = 1, m
The weights W4 of the neural network are formed 

so as to receive a set of possible routes. The dimension 
of weight matrix is eąualed pxm. So, if n=4, then m=5 
and the weight matrix is as follows:

1 1 0 0 0

0 0 1 1 0

0 0 0 0 1

w  = 1 0 0 0 0

0 1 1 0 0

0 0 1 0 0

1 0 0 1 0
It is binary, if any ways betwe

points of route are possible. In case, when there is no 
way between some points of route it is necessary 
instead of the 1 to put infinity (oo). For example, if 
there is no way between the first and second points of 
the route, i.e. D)2=0, then Wu=0°. Each column of the 
matrix W characterizes weight vector for the 
appropriate neuron. A unit in the output layer defines 
the shortest way

Z* = min{y7 J
t

where Zk -  the length of an optimum route; к -  
the number of an optimum route. If we know the 
number к of the winner, then the shortest way is 
possible to determine

Figurę 2. Source graph of ways

A = D TW rk I
where Wk -  the weight vector of neuron k.

Example 1

Let a matrix distances between 4 cities be given. 
It is necessary to define the shortest way between 4 
cities.

Tab. 8.1
1 2 3 4

1 0 25 100 75
2 25 0 55 35
3 100 55 0 15
4 75 35 15 0

The input vector of distances is given by
D=(25, 100, 75 ,55 ,35 ,55 , 15).

Each neuron of the hidden layer defines one of 
the possible routes. Then 

y,=25+55+15=95 
y2=25+35=60 
y3= l00+35+55=190 
y4=100+15=l15 
ys=75
The output value of the neural network is

Z* = min[y/ }= 60

k=2
The weights of the second neuron (hidden layer) 

correspond to the following route:

D\ 2 Y

3 0

Д ,  4 0

^ 2 3 0
D2ą i

Aa 0

Ад _o_

A 2
D24

As a result we can receive the optimum route:
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1 —> 2 —> 4
The considered neural network is characterized 

by significant complexity. Therefore it can be used on 
finał stages for search of optimum variant. Another 
way is the adaptation of a neural network to the 
algorithm of optimization, wich is used for the solution 
of the task. So, for example, if the dynamie 
programming is used for definition of the shortest way, 
then is easy to decrease the dimension of the neural 
network.

Let’s consider the generał approach of application 
of dynamie programming and neural network for the 
computation of the shortest way.

Let possible routes between an initial point S and 
finał point T be given as the graph (Fig. 2). Such graph 
consist of four layers. Let’s divide the task to steps and 
for definition of the optimum solution at each step we 
shall use the neural network. The first step coveres last 
three layers of the graph. Then it is necessary to find 
the optimum ways ffom points А, В and C to point T. 
For each of these tasks is formed the neural network. 
The number of cities is 4. Therefore the structure of 
the neural network will be the same, as in example 1. 
As a result of performance of the first step, we can 
receive

Z2 (tt) ~ 3; ci —̂ l —̂ t“ i
Z,(6) = 7; b - ^ k ^ t i
Z4(c) = 6; c —> p  —> t

Let's present the graph as follows (Fig. 3).
The neural network for n=5 is used for the 

definition of the optimum route ffom S to T. In this 
case

Z7(S) = 8.
and route will be the following:
s  —» a  —> l  - > t

If only real routes are taken into account, then the

Figurę 3. Reformed graph of ways 
dimension of the hidden layer decreases. So, for n=5 
the number of hidden neurons is 

m = 10
If the real graph is taken into account (Fig. 2),

then
m=3.
Thus, the use of the dynamie programming 

permits to decrease the dimension of the neural 
network.

4. The knapsack problem

The knapsack problem is NP-complete and is 
formulated as follows: (given a set of subjects u = (ub 
u2, ..un) and for each of them volume V(u) and cost 
C(u) are known. It is reąuired to fili in the bag of 
limited volume T so, that to obtain maximum cost of 
the packed things or to make it morę than K. The 
mathematical formulation of the knapsack problem can
be presented as follows:

2 > ( M) < r т а х |Х С ( ц
And " l u

2 > ( M) s : r Z C ( u ) > K
" And U

were N is a given cost. The generał architecture 
of the neural network is shown on Fig 4.

Figurę 4. Neural network for solving the knapsack problem
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It consist of three layers. The input information of 
the neural network is the vector of the cost C(u) and of 
the volume V(u). The hidden layers is intended for 
defmition of possible variants of the decision of the 
knapsack problem. Each neuron of the hidden layer 
consists of three elementary neurons (Fig 5), which 
carry out various functions.

The element b, generates i-th variant of the 
decision of the task. For this purpose the following 
function is calculated:

К ы = £ * ’, № , )
(6 )

The element dj is the neural element with 
threshold function of activation. It analysis i-th variant 
of the decision as follows:

K. =■!

j~ 1

I 1'
i f S ,  <0

(7)

to , otherwise
(8)

The element P, performs the following function:

i f  Km ~ 1
[0, otherwise

P. = ■
W

The output layer consists of one unit, which 
defines the optimum variant of the decision:

Z, = maxfp}
( 10)

where Zk -  the maximum cost of the subjects in

the bag; к -  the number of the unit, which identifies 
the optimum variant of the knapsack problem.

Using number к it is possible to defme the finał 
decision:

U\ ’ vvu ’

u=
Щ

u_n_\

( 11)

The number of the hidden units depends on the 
technology of the decision knapsack problem. 
Generally, if all variants of the decision are analyzed, 
then the hidden layer contains the following ąuantity 
of neural elements:

m =  2 " - l . ( 12)
Then the weights vector of i-th neuron 

corresponds to binary codę of the number i: so, if i=5 
and n=6

W5 = (00101)
The weight matrix is formed so, that each column 

was able to characterize the weights of the certain 
neural element. So for n=3 and m=7 weight matrix is 
defined as follows:

"0 0 0 1 1 1 1
W = 0 1 1 0 0 1 1

1 0 1 0 1 0 1
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The disadvantage of the above mentioned neural 
network is a great number of hidden units. For 
elimination of this disadvantage the algorithm of 
optimization to the neural network can be adapted, as 
it was in the previous section. Another way is the 
increase of the tacts of the work of the network. 
Suppose, there is a neural network consisting of 2n 
neural elements. It is necessary to solve on such a 
neural network the task, which has dimension r, where 
r>n. Let

m=r-n
and the neural network, which contains r input 

units and 2n-l hidden units is given.
For the decision of knapsack problem (size r>n) 

on such a network it is necessary to spend 2m tacts. 
The weight of neural elements will be changed in each 
tact according to the weight matrix.

Example 2

Let's consider the example of the decision of 
knapsack problem of dimension n=3. Let

V ( k ) =  {5,7,10},
C(k)  = {3,2,1},
T=17.

The ąuantity of neurons of the hidden layer is 
/я  =  2 3 - 1  =  7
The weight matrix is determined according to 

expression(13). Then the results of calculations of 
neural elements of the hidden layer can be presented in 
the table 2.

Tab.2
№ Ka Kb P
1 1 1 1
2 1 2 2
3 1 3 3
4 1 3 3
5 1 4 4
6 1 5 5
7 0 6 0

Let's defme the output value of the neural 
network:

Zk = max{P,} = 5

K . 6 . '
According to number к of a neuron and its weight 

vector Wk we identify the decision of the knapsack 
problem:

Щ V
1 u\

«2 22 u,
. « 3 . 0 L 2 J

Thus optimum decision is achieved by packing in 
bag subjects ul and u2.

5. Conclusion

In this paper the neural network for the 
optimization problems is described. It consists of 3 
layers and allow to find global optimum. The weight 
matrix of the neural network is computed, using a 
priori knowledge. Such approach can be used for 
different combinatorial problems of optimization.
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Abstract
The goal of this study was to build and to evaluate a 

human skill based fuzzy expert system for a decision 
making support in stock trading process. Our focus was 
concentrated on Computer software that is capable to 
reproduce the knowledge ffom the skilled stock trader. 
Using classical technique and soft computing methods 
the expert system STRASS (Stock TRAding Support 
System) was developed. The proposed system was tested 
for the historical collection of NASDAQ, NYSĘ and 
АМАХ stock records. At present, it is being tested by 
“KOLEGU” mutual fund in a real stock trading process. 
Key words -fuzzy expert systems, stock trading process, 
evo!utionary programming

1 .Introduction

The fmancial and economic applications of soft 
computing methods have attracted a lot of interest in 
past years. It had become elear to many fmancial market 
observers that soft computing and Computer science 
tools, especially those ffom the fields of fuzzy systems 
and neurocomputing were freąuently fmding relevance 
in the financial markets [1]. In the stock markets, the 
relationships between process variables are generally too 
complex to make grounded decisions using classical 
system theory.

The goal of this study was to build and evaluate a 
human skill based decision support system for a stock 
trading process using classical and soft computing 
methods. The essence of soft computing is that unlike 
the traditional, hard computing, it is aimed at an 
accommodation with the imprecision of the real world, 
like stock trading process. Thus the guiding principle of 
soft computing is: exploit the tolerance for imprecision, 
uncertainty, and partial truth to achieve tractability, 
robustness, low-solution cost, and better rapport with 
reality [2]. Soft computing is based on fuzzy logie 
methods, neurocomputing, evolutionary programming 
and parts of machine-leaming theory [3,4].

For the decision support system development we have 
used so called "hybrid system approach". The most

important stock’s fmancial indicators were used to form 
the data basis for the decision support system and the 
information fusion and decision-making algorithm was 
developed using fuzzy techniąue and knowledge ffom 
experienced stock trading experts. Then the evolutionary 
programming methods were used for the further 
improvement of the fuzzy expert system.

The data transfer and preprocessing algorithms, also 
realization of fuzzy algorithms and membership function 
tuning algorithms were merged to the software packet 
STRASS (Stock TRAding Support System, Windovs95, 
MATLAB 5.2). The proposed expert system yielded 
about 26 % annual "paper profit" for the historical 
collection of NASDAQ, NYSĘ and АМАХ stocks 
records. At present, it is being tested by ”KOLEGU” 
mutual fund in a real stock trading process.

2. Elements o f decision support system

2.1 Formation of data basis

The data basis for the decision support system contains 
information on selected NYSĘ, NASDAQ and АМЕХ 
stocks. The information was obtained using StockQuest 
software (http://www.marketguide.com). By selection of 
stocks the special rules were applied:

The first critical rule for stock selection was the annual 
growth ratę of eamings per share (EPS) over the last 3 
years. Eamings per share were calculated by dividing the 
company’s total after tax profits by the company’s 
number of common shares outstanding. Only the stocks 
with the EPS growth ratę over 50% was picked out for 
the next selection step. StockQuest search engine was 
used during processing this rule. About 600 stock- 
candidates ffom 9200 companies were selected for the 
next exploration step.

In the second step the multi-linear regression between 
input variables (rolling EPS, growth ratę of EPS) and 
output variable (stock price) was identified (data records
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from the last three years). Then the ”fair” price of the 
stock was estimated using this regression model. The 
stock was selected for the next exploration step, if the 
"fair ” price was at minimum 10% larger that the actual 
price.

In the third step the recommendations of Wall Streefs 
Experts were taken into account 
('http://quote.vahoo.com/'). Only the stocks with the 
ąuality index QI<S.O (rangę 1-5, strong buy=l,strong 
sell=5) was picked out for the next selection step.

During the forth selection step the following formal 
constraints were applied for analyzed stocks: 
Price/Earning ratio < 100, Price>10 $, Average Daily 
Volume >15000. At the end of this selection procedurę 
about 70-80 stocks were selected for the expert system 
data basis. This selection procedurę has to be repeated 
every month.

Additionally, the data basis was extended using data 
on recent generał stock market direction and actual 
‘stock price moving’ direction. For the characterization 
of generał market direction the S&P500 index was used. 
Last 30 S&P index values were fitted using linear 
regression techniąue and slope of this curve was used for 
the characterization of generał stock market direction. 
Actual ‘stock price moving’ direction was estimated 
using stock price for last five trading days. The relative 
stock price values were fitted using linear regression 
technique and this slope value was used then as a fuzzy 
expert system input.

2.2 Linguistic variables and terms

Experienced stock trading experts are able to keep the 
trading process in such a manner that their profits are 
significantly better than those of other traders. In this 
study our focus was concentrated at first on Computer 
software that is capable to extract the knowledge from a 
skilled stock trader. An expert knowledge about the 
stock trading process was formulated in terms of fuzzy 
variables and rules and mounted into the fuzzy expert 
system. We use the following linguistic variables to 
describe decision support system inputs and output.
Input variables:

Price Error Factor, PEF, (fair/actual price ratio), 
with descriptive terms BIG (B), MEDIUM (M), 
SMALL (S).
Expert Opinion, EO, with terms STRONG BUY 
(SB), BUY (B), NEUTRAL (NE).
General Market Direction, GMD, with terms 
POSITIVE (P), NEUTRAL (NE), NEGATIVE 
(NG).

Stock Price Moving direction, SPM, with terms 
POSITIVE (P), NEUTRAL (NE), NEGATIVE 
(NG).

The output variable of the expert system is the Buy Sell 
Recommendation, BSR, with terms STRONG BUY 
(SB), BUY (B), HOŁD (H), SELL (S) and STRONG 
SELL (SS).

2.3 Fuzzy rules and inference mechanism
The knowledge from the skilled stock trader was 

converted to a set of fuzzy rules, which can be regarded 
and processed with Computer. Thus, the starting point of 
this construction is a representation of process 
input/output relationships by mean of fuzzy 'IF - THEN 
'-rules, formulated by stock trading expert. The l-th of 
AZ-rules may be written as follows:

Rw: Uf x, is F l  AND .... AND x„ is Fn'
THEN у  is O',

where F,' are the fuzzy sets (terms) of the fuzzy input 
vector x = fxj, x2, .... x j .  We consider rule Systems with 
a single fuzzy output variable у  only (buy-sell 
recommendations), its terms are denoted by G'. To 
define the input/output membership functions we used 
Gaussian bell-shaped function [5]. It should be 
mentioned that the membership functions are normalized 
to a unit maximum. In order to process the set of fuzzy 
rules an appropriate inference mechanism and a 
defuzzification techniąue must be chosen. In the case of 
the leaming procedurę to be applied to the system of 
rules, the product inference rule proved to be convenient
[5]. As an improved defuzzification techniąue, the 
‘modified center average techniąue’ has been applied. 
The knowledge from the skilled stock trader was 
represented by 81 rules, which have the following form:

1E PEF is BIG AND EO is SB AND GMD is P AND 
SPM is P THEN BSR is SB.

2.4 STRASS software

The proposed decision support system was realized 
on PC/Windovs95 using MATLAB 5.2 and Personal 
Stock Monitor as a basie software. ( http://www. 
personaltools.com/psm/). The data transfer and 
preprocessing algorithms, also realization of fuzzy 
algorithms and membership function tuning algorithms 
were merged to the software packet STRASS (Stock 
TRAding Support System). The packet has a user 
friendly GUI and can be used by people from financial 
institution, that haven’t special education in 
programming languages.
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3. Application of decision support system

The key steps by real application of expert Systems are 
as follows:

define quasi on-line all input variables for fuzzy
expert system using INTERNET services, STRASS
software and stock market data,
determine the output of fuzzy expert system for
every selected stock, using preprogrammed
inference mechanism and defuzzification techniąue,
arrange all stocks according to buy-sell
recommendation quantitative value [1,-1],
if the buy-sell signal value exceeds some threshold
value (e.g. >0.7), make recommendation for stock
owning,
if the buy-sell signal value is smaller as some 
threshold value (e.g. < -0.5 ) make recommendation 
for stock selling.

4. Results and conclusions

The quality of the expert system was tested by "paper 
profit making " process for selected stocks using 6 
month historical data records (01.01.1996-30.06.1996) 
and 10000 $ start Capital. The start Capital was divided 
in four equal parts and four different stocks were traded 
during this time interval. The original expert system was 
capable to make about 18 % annual profit on start Capital 
(price differences minus commissions, commissions: 10$ 
pro trade, such a service is provided by e.g. DATEK

company, http://www.datek.com ). For the improvement 
of the original decision support system (parameter of the 
membership functions of linguistic variables) 
evolutionary programming technique was applied [3,5]. 
The improved decision support system yielded about 26 
% annual "paper profit" for the selected stocks, for the 
time interval, that was not used in evolutionary 
programming procedurę.

At present, the developed fuzzy expert system is being 
tested by "KOLEGU” mutual fund in a real stock trading 
process. The fund has achieved about 24.5 % annual 
profit in the year 1998.
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ABSTRACT
The problem o f comparison o f different 

companies is facing, when analyzing company's 
performance in stock exchange market. Due to many 
different fmancial ratios and parameters sometimes 
it is almost impossible to decide which company is a 
leader or not. One o f the ways to solve this problem 
is the use o f self-organizing (Kohonen's) neural 
networks. Using fmancial parameters as inputs, as 
an output we will have different groups o f 
companies. Using the ranking, which is madę 
before, results it is possible to determine which 
group consists o f leading companies. By adding 
fmancial parameters o f concrete company to the 
existing network, therefore, company will appear in 
one o f earlier formed groups. Now it is possible to 
decide about mentioned company's price changing 
tendencies in the nearest futurę.

Key words: self-organizing neural 
networks, clustering, stock market.

1. Introduction

Due to the globalization of fmancial markets, 
expansion of the electronic trade and the growth of 
information about the market, the specialists of 
investment funds morę ffeąuently try to use artificial 
intelligence methods for the market analysis [2]. 
These methods are widely used in so-called 
intelligent process control and monitoring systems
[5]. Works related with the use of neural networks, 
obscure sets methods and expert systems for 
financial analysis and formation of trade decisions, 
receive the greatest recognition and interest in 
financial markets. The possibilities of self- 
organizing networks for clustering shares of 
different companies and formation of "stock leaders" 
groups are analyzed in this work. Discussed methods 
are presenting as one of the possible
recommendations for the investing companies.

Stock analysts morę frequently try to combine 
the methods of technical and financial analysis lately. 
The growth of ąuantity of the parameters 
characterizing the company's shares and the 
information that is necessary to work up is enormous

in this case. Some methods that are able to work fast 
with the information and are able to select the most 
decisive parameters when we have in mind the 
tendencies of the share price change are proposed in 
this study.

2. Factors that influence the stock 
market

Many factors decide the share price change in 
the market. One of the main problems of stock market 
analysis is to establish the relations between these 
factors, the share price and the tendencies of share 
price change. This task is very complicated because 
of complexity of the relations between factors.

Before the explanation of these relations, it is 
necessary to overview those factors that, according 
the opinion of stock market analysts, have the most 
influence on share price change. The factors can be 
divided in three groups: objective factors, speculative 
factors and subjective factors. Objective factors can 
be divided into micro and macro level factors. [4]

Micro factors have an effect on the concrete 
company's share price. Company's fmancial State, the 
size of the company, net profit margin, the 
perspectives of the industry sector, to which company 
belongs, are known as micro factors. Besides above- 
mentioned factors, very specific factors of company's 
policy have an influence the share price changes.

Macro factors have an effect on the group of the 
companies or the whole market. Some of the macro 
factors are: the stability of economical system, the 
level of saving and the size of State debt, conjuncture 
of gold, real estate and commodities, economical 
growth rates, inflation, intemational money flow 
rates, the State of currency system, etc.

Expectations are speculative factor. Sometimes 
expectations have morę influence on the market than 
objective factors. Then the most important thing is the 
possibilities to win because of differences of share 
price ratę. The dividends and interest rates are not so 
important in this case.

The significance of subjective factors in the 
stock markets is very big. By their naturę, they can 
occur because of technical stock market analysis, 
prediction methods and because of the opinion of
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financial analysts. When we are talking about 
financial market analysis, it is necessary to mention, 
that analysts can different interpret the same fact.

It is difficult to estimate all mentioned 
parameters in ąuantities. Sometimes it is impossible. 
Thus, it is impossible to decide how these factors 
relate. Technical and fimdamental analysis methods 
and parameters with elear meanings are used for the 
financial market analysis.

Some certain premises should be taken into 
account, when using technical analysis methods. It is 
accepted that price changing tendencies could be 
established with the use of prehistorie data of stock 
parameters and factors [3]. There are some of the 
parameters, which are used for the technical stock 
analysis:

1) shares outstanding;
2) opening price of share;
3) closing or last bid price of share;
4) highest price of share during the trading 

day;
5) lowest price of share during the trading 

day;
6) average daily trading volume;
7) the ratę of different stock indexes, etc.

The detailed analysis of the company activities
and its financial reports is carrying out, when using 
fimdamental stock analysis. Stock market analysts 
turn their attention at these parameters [1]:

1) eaming per share growth;
2) return on assets and eąuity;
3) debt to assets and equity;
4) net profit margin, etc.

As it was mentioned earlier, stock analysts 
morę freąuently try to combine the methods of 
technical and financial analysis lately. The growth of 
quantity of the parameters characterizing the 
company's shares and the information that is 
necessary to work up is enormous in this case. Some 
methods that are able to work fast with the 
information and are able to select the most decisive 
parameters, when we have in mind the tendencies of 
the share price change, are proposed in this study.

3 The application of neural networks for 
the market analysis

The use of neural networks is based on the 
possibilities of neural networks to estimate the 
relations between different market factors during the 
training. The merit there is that relations between 
different factors are not fixed a priori, but are 
estimated during the training with the help of 
experimental data. Thus their outputs are safe from 
so-called 'human factor1, when we obtain the desirable 
result, but not the result which shows what is hiding 
inside the data. The attempt to find the relations

between the share price and different market factors 
during the network training is madę. The technical 
and financial data about the markefs State and the 
company's financial State is used as the inputs for the 
neural network in this case. When sufficient quantity 
of data is presented for the network training, it is 
possible to identify complex non-linear dependencies 
between analyzing variables and share price. It is also 
possible to find the tendencies of share price change. 
Unfortunately, different subjective factors take strong 
effect on the stock market and neural network is 
incapable to estimate them. Thus, fimctional 
dependencies, which are identified after the training 
of network, should be estimated very carefully. The 
reliability of these dependencies drastically depends 
on the quantity and the quality of owned data.

3. Self-organizing neural networks. 
Basics and training.

The major fimetion of self-organizing networks 
is to automatically classify input patterns into a 
number of disjoint clusters, The patterns located in 
the same cluster have similar features. The self- 
organizing networks is formed in terms of 
unsupervised leaming, i.e. leaming without a 
teacher, for instance winner-take-all competitive 
leaming. Неге we introduce the algorithm of 
competitive leaming self-organizing networks. In a 
self-organizing network, a vector quantizer can be 
performed by adjusting weights from N input nodes 
to M  output nodes. When the input patterns have 
been presented sequentially to the network without 
specifying the desired output, the input patterns can 
be automatically classified into M  clusters. The 
structure of self-organizing neural networks and the 
geometrical explanation of competitive learning are 
schematically illustrated in Figures 1 and 2.

X I -------- --------- --------------------------------------------
X2 -----------------------------------------------------------
X3 ----------------------------------------------------------------------------------------------------------------

%

ъ  i

i>

F ig u rę  1. Topology ofKohonen self-organizing 
network

162



for all j  which are located in the neighborhood 
NE/k).

There are many different software packages for 
the realization of self-organizing networks.

In our study, we will use a demo version of 
Viscovery® SOMine software 
(http://www.eudaptics.com/index.html).

4. Preparation of the data

F ig u rę  2 . Geometrical illustration of 
competitive leaming

The detailed learning algorithm can be summarized 
as follows:
Step I: Randomly initialize smali valued weights 

W/0), i-1, N;j=l,M.

Step 2: Present input vector:

xi, ;-l,N .

Step 3: Calculate the distance between the input 
vector and the weight vector for all individual output 
nodes:

< / = ! > , ( * ) - » » ( * » ’ (1)
1=]

Where x,(k) is the input to the node i at time k, and 
W/k) is the weight from input node i to output node 

j  at time k.
Step 4: Select the most active output node j  , or the 
so-called ‘winner’ which has the least distance, i.e.

dmn= ттЦ ,у -1 ,М }  (2)

If dj=dmm theny«-/ and^/= l, otherwise y}=Q (j is not 
equal j  ).
Step 5: Upgrade the weights for the ‘winner’ node

W„(k+1) = Wi/к ) + g(k) y, (xr W/k)) (3)

Where g (k) denotes learning ratę and is defmed as a 
time decreasing ftmction within the rangę (0,1).
Step 6: Repeat by going to Step 2.

From equation (2), we can see that eventually 
the weights are upgraded only for the winner node 
j*. However, in practice, the weights can also be 
upgraded only for the winner node j", but also for all 
nodes in the neighborhood of the winner. The size of 
the neighborhood NE/k) can be predefined and can 
start large and slowly decrease in size with time. The 
weights upgrading may follow a modified version:

W /k+1) = W/k) + g(k) (xr W/k)) (4)

For the testing of possibilities of self-organizing 
neural networks for financial market analysis, the 
data from USA stock exchanges was used. The first 
step was the screening of the companies. We used 
StockQuest®, software for this operation. This 
convenient software is available through the 
Internet. The user has a possibility to build up a 
portfolio from about 50 different factors. The 
screening is implementing, when certain factors 
were chosen. The first problem is to pick up 
empirically 12-15 factors, by recommendations of 
financial market analysts, and use these factors to 
build up a portfolio, which consists of potential to 
buy shares. Second problem is to rank these selected 
shares. To solve this problem certain weights were 
given to the factors. Weights were given according 
the opinion of financial analysts [1]. Third, and the 
main problem, is to divide selected shares in some 
groups (leaders, losers) with the use of self- 
organizing neural networks.

5. Clustering course and the results.

Because of limited size of the article, the 
solving of the first and the second problems are 
overviewed shortly. The realization of the third 
problem is analyzed morę extensively. As it was 
mentioned above, at first, 15 factors and their 
meanings were chosen according to the opinion of 
the financial analysts. Using the StockQuest 
software, the selection of companies was madę. The 
portfolio consisted of 30 companies. Then certain 
meanings of weights were empirically given to the 
factors, which characterized the companies. Right 
after this, the ranking of the companies was madę - 
by estimation of all weights, company was assigned 
to its place in the generał listing. Companies situated 
from leaders to the losers. During the next step, it 
was necessary to make surę, that companies can be 
divided into clusters corresponding to the generał 
listing. We used "Viscovery SOMine" software for 
the clustering operation. There are some restrictions 
in the demo version of the software. The amount of 
the factors available to analyze is nine. Because of 
this reason, it was impossible to make clustering 
operation with the whole amount of factors at once.
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The parameters were changed one with each 
other. This restriction has merit - after detailed 
analysis it is possible to decide which factors are 
decisive when dividing the companies in the groups. 
A few factors were declined to make easier the 
changing the factors one with each other. It was 
factors with absolute meanings, because they depend 
on the size of the company, the quantity of the 
workers in the company, etc. The parameters with 
relativc meanings were left for the further analysis 
and clustering. After the first attempt of clustering, it 
was impossible to determine any group of 
companies, neither leaders nor losers (according the 
ranking list) (Fig. 3). The numbers on the figurę 
mean the lace of the company in the ranking list.

F ig u rę  3 . Clustering result after the first 
attempt

Then clustering vas madę with different 
combinations of the factors. Thus, the influence of 
different parameters was analyzed. The influence of 
separate factors was analyzed too (there is the 
special option in the software). After the detailed 
analysis it became elear, which factors have the most 
effect on the formation of groups (Table no. 1)

T a b le  1 . Recommended set of factors for the 
screening and clustering of the companies

No. Factor Meaning
1 Eaming per share growth 

ratę, 3 Years (%)
>25

2 52 week price percent 
change(%)

>25

3 Current price of share, ($) >10
4 Revenue growth ratę, 3 years 

(%)
>25

5 Return on average common 
equity, TTM (%)

>15

6 Long term debt to total <1

equity, quarterly
No Factor Meaning
7 Insider ownership percent 

(%)
>20

8 Institutional percent owned, 
(%)

>5

9 Net profit margin, TTM (%) >5
10 Price to eamings ratio, 

excluding extraordinary 
items, TTM

<100

After the clustering operation with the factors 
ffom the Table 1, the results showed that few groups 
of the companies were formed (Fig. 4). The group of 
the losers appeared most clearly. Other companies 
scattered chaotically in the upper left and the lower 
right comers. These companies were not shown for 
the clarity of the picture.

F ig u rę  4 . Clustering result with the selected set 
of factors

Finally, the result was not satisfying enough. 
The groups didn't appear clearly, some losers were 
in the same clusters with the leaders. The problem is 
that the ranking weights were selected subjectively. 
Thus, the ranking list is also subjective. The results 
of ranking and clustering varied. Adopting the 
weights would have an effect on the ranking results, 
but it can lead to the non-objective results.

By adding financial parameters of concrete 
company to the existing network, therefore, 
company will appear in one of earlier formed 
groups. Now it is possible to decide about mentioned 
company's price changing tendencies in the nearest 
futurę.

The following algorithm is the summarized 
clustering process algorithm:
1) Different companies are selected by the 

recommendations of financial market analysts. 
Recommended set of factors for selection 
(screening) is shown on the Table 1.
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2) The ranking list of selected companies should 
be built. The weights for the ranking list are 
selected according the opinion of financial 
analysts.

3) Ali selected companies should be clustered.
4) By comparing the ranking list and the 

clustering results, groups of leader and loser 
companies should be determined.

5) The data about the company of our interest 
should be selected. The parameters of the data 
should be the same as for the companies 
selected earlier.

6) This data should be added to already trained 
self-organizing neural network. The company 
should appear in one of the earlier formed 
groups. Now it is possible to decide about 
mentioned company's price changing 
tendencies in the nearest futurę.

ć.Conelusions

Following conclusions was madę according the
results of the study:
• Self-organizing neural networks can be used as 

the powerful tool for the financial market 
analysis.

• Selected parameters are usable (with some 
exceptions) for the clustering of the companies.

• The result of the clustering is the formed groups 
of leading and losing companies.

• Clustering can be used for creation of the 
decision support systems for the financial 
market analysis.
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Neuroelectronic Systems: Binding Neurons to Electric Circuits.

Molchanov P.G. Denisov A.A. Martinovich G.G. Cherenkevich S.N.

Abstract

This paper is devoted to description o f a new 
type o f information system based on interaction o f 
biological neurons and electronic components - 
neuroelectronic (NE) system. Main features and 
components, like neural network sensor, o f NE are

Introduction

Living brain and traditional Computer have been 
always considered as very different information 
systems. Nevertheless, having completely different 
information structure biological neural networks and 
electronic computers operate with trains of electrical 
signals while coding information on the basie structural 
level. This a fortunate similarity resulted nowadays in 
numerous efforts of constructing some kind of hybrid 
system with direct electric coupling of neurons and 
electronic components - neuroelectronic (NE) system, 
a system aimed at elimination of a wide difference gap 
between living neural networks and artificial 
computers [1].

In order to build NE system it is necessary to 
establish direct electrical interaction of alive nervous 
cells included in a neuron network and artificial 
component - sensor. It is important to take into account 
the fact, that interaction should be provided 
simultaneously in many (hundred, thousand) points of 
a neural network on a enough long period of time. 
Traditional electrophysiological methods operating for 
these purposes with glass microelectrodes cannot be 
considered acceptable because of complexity of 
manipulation and size of a construction. Besides, any 
operation with glass microelectrodes causes the celi 
death because of membranę rupture.

At the same time, on the basis of micro 
technologies it is possible to construct an array of fiat 
microtransducers providing strong contact to celi 
bodies [2]. The recording of neurons electrical activity 
with the aid of macroelectrode array was carried out

briefly put into consideration followed with an 
example o f electric interaction between neural 
network o f a snail Lymnaea Stagnalis neurons and 
electronic MOSFET sensor.

for the different celi systems. It was shown that the 
application of the similar electrode structure allows to 
detect cooperative and individual electrical activity of 
neurons in culture of a nervous cells [3]. However, 
major number of electrodes requires utilization of 
massive extemal equipment of an amplification and 
commutation. Besides, rather large distance between a 
source of a signal and amplifier arises the big parasitic 
capacitance and Iow signal to noise ratio which makes 
an interpretation of obtained data for a microelectrode 
system very complex.

On the other hand, modem microelectronic 
technologies allow creation of an extemal sensors with 
the array of active elements (usually field-effect 
transistors) built-in exactly in the celi placement area 
[4-5]. Such active sensors have a smali distance 
between a source of a signal and amplifier that open 
new possibilities for research information processing in 
neurons.

If madę such microtransduces array in the form 
of a specialized chip with neurons placed in a 
physiological solution directly on its surface one can 
name it the neurochip - sensor for neuron networks or 
neurosensor.

Celi culture for neurosystem.

One of the main element of any NE system are 
nervous cells. Their behavior in artificial conditions, 
keeping the property to generate biopotentials, ability 
of differentiation and saving vital activity during long- 
lived time (about one month and morę) in conditions in 
vitro determines operation rangę of the NE system.
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Now it is much known about neuron celi. The 
mechanisms of generation of rest, operation and 
synaptic potentials, mechanism of spike propagation 
on a celi and its neurites, morphological structure of a 
celi and etc. However the following level - interaction 
of cells and cell-like associations - is researched very 
poor.

For a creation of NE Systems it is important to 
clarify what is the main functioning unit of the nervous 
network: one synapsę, collection of synapses, site of a 
membranę, celi or other structures. In this respect 
culture of neurons creates exclusive possibilities for 
detection of elementary functioning unities of the 
nervous system: logical elements, signal converters, 
memory and integrators.

In culture in pretty wide limits it is possible to 
change composition of a culture medium, Chemical 
composition of a substrate, add or remove from 
medium any physiologically active substances with the 
influence on spike activity and synapses.

The celi of a nervous tissue in conditions of 
culture in generał save the metabolic characteristics of 
a celi of the whole organism. The values of activity of 
an oxidizing metabolism, exchange of enzymes, 
mediators, nucleic acids and protein, ionic carrier often 
can be comparable to values obtained in situ.

The sensor of electrical activity.

The second main element of NE system is the 
array of microtransdusers which are capable to record 
extemal electrical signals of nervous cells. One main 
feature of neurons electrical signals is their Iow power, 
that is caused by specificity of cells as biological 
objects. The maximum value of voltage and current 
amplitudę constitute accordingly about 100 mV and 
10'8 A at a resistance of a cell-like membranę about 10 
MOm. It impose a number of the reąuirements external 
sensors of celi electrical activity should satisfy.

One of a main reąuirements, which arises 
because of high resistivity of a celi membranę, is the 
necessity to use primary transducers with a high input 
resistance. Most approaching for this purpose are the 
field-effect transistors, which have an input resistance 
about 1 GOm.

For insolation of sensor units from a solution 
the photoresistive polymer - polyimide is usually used. 
However thin polyimide film is not stable in a salinę 
solution. This does not allow to carry out long-term 
experiments without disruption of coating integrity 
followed with sensor death. Therefore we designed 
other method based on construction peculiarities of 
microelectronic component in glass-to-metal frame.

The transistor consists o f a Silicon chip packed 
in a Steel frame with outputs in glass insulators. The 
connection of contact sites o f a chip (gate, drain,

Fig. 1. A construction of the microelectrode sensor on 
the basis of the field-effect transisor.

source) with outputs is performed through golden wire 
with a diameter about 30 microns. For an access to a 
chip the top of package was cut off, then the wire 
connecting a contact site of a gate and appropriate 
output, was detached from output and was drawn up. 
Three prepared transistors were placed side by side 
with a distance between gate wires was minimum and 
then were flooded by polymer. After solidification of 
polymer, a top was cut forming a fiat site with three 
gold micro contacts. For carrying out of measurements 
the sensor was built into bottom of the culture camera.

Described method allows to create insulating 
coatings within the width of 2 mm., that provides 
reliable protection of a chip against salts of a solution 
without usage of photopolymers. The golden wire as 
electrodes has Chemical resistance and biological 
inertness necessary for carrying out of long-term 
experiments.

Registration of electrical signals of 
neurons.

Detected external signals of neuron usually 
have a high level of inphase interferences. Therefore, 
to reject interference, system of an amplification 
should connect transducers in differential manner.

In an input cascade of the amplifier the 
differential Circuit of field effect transistors was used. 
One transistor achieves signal from the neuron another 
from a reference electrode. The transistors were 
switched on in the saturation modę, therefore the drain- 
sources currents of transistors were modulated by the 
voltage on the gates. The drain voltage was fed to a 
differential amplifier, which magnified a signal,
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4 sec

Fig. 2. Action potentials of a neuron on a background of synaptic potentials registered with
application of sensors based on MOSFET.

Ш
200 mkV

4 sec

Fig. 3. A spike train of a neuron registered with application of sensors based on MOSFET.

rejecting a zero signal current and inphase 
interferences on the inputs.

The given techniąue was successfully applied 
for long-term monitoring of electrophysiological 
activity of neurons of a snail Lymnaea stagnalis.

For culturing of a nervous tissue of a snail 
Lymnaea stagnalis the following media composition 
was used: 30 % L-15 medium, glucose - 400 mg/ml, 
antibiotics (penicillin - lOOun/ml, streptomycin - 
50un/ml), 70 % of a salinę solution of the following 
composition: NaCl 3 g/L; MgCl 0,14 g/L; KC1 0,127 
g/L; CaCl 0,455 g/L. The isolated ganglions of snail 
nervous system were cultured within several weeks. 
During this time the electrophysiological activity of a 
neurons was recorded. The detection of activity was 
carried out on the basis of above described sensor, 
which was embedded in the bottom of neurons culture 
chamber.

An electrical activity of snail nervous tissue 
recorded with the help extemal sensor represented in a 
fig. 2-3.
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Abstract - One from the important problems, is a 
problem of limited frequency’s number between radio 
electronic equipment’s (REE) within large group. It is 
necessary that all REE may operate with specific cor- 
relation of signal-noise (interference) on boundaries 
of their service’s zones, eon sideling of electromag- 
netic compatibility. The aim of the work is the process 
of recommendations on application of genetic algo- 
rithms (GA) for solution of the optimal forming of 
ffequencies - territorial scalę of REE.

Key words - electromagnetic compatibility, ge­
netic algorithms.

The high efficiency of REE stimulates fast rates 
of their distribution in all areas of human activity. Ac- 
cording to this the electromagnetic situation becomes 
moke difficult, consequently arises the problem of 
electromagnetic compatibility in condition frequen- 
cies’s channel limitation. One from such problems, is 
the problem is distribution frequency channel in lim­
ited condition, within a large group of REE, with a 
proper correlation of signal-noise at the boundaries of 
their operational zones. The solution of given problem 
amount to optimization is ffequent - territorial scalę 
(FTS). At a moment this problem is decided by con- 
sideration review of several pairs, with the conse- 
quent complex processing results of researches. For 
example, a radio set is selected with which a individ- 
ual assigned frequency. Then the pair variants of op- 
eration this REE with other one are examine, next the 
most appropriate frequencies for these of REE of clas- 
sification are selected. This procedurę is repeated a lot 
of times for all classification. As a result each REE 
has a specific frequencies, but in case that the radios 
received frequency in last tum the station in which 
the last REE will has not appropriate level of signal- 
noise on boundary of operating zonę.

The aim of this publication is processing of the 
recommendations on application of GA for the solu­
tion of frequency-territorial distribution for all REE 
classification’s.

The simple GA, includes three simples operators,
there are the following:
• Operator of reproduction (OR)
• Operator of Crossing (OC)
• Operator of mutation (OM)
OR is know as the artificial version of natural 

selection. The OR realizes a choice best of chromo- 
somes for the next operation of GA, it is operation of 
Crossing. OC is a casual rupture chromosomes of the 
same size with their consequent connection in a new 
casual combination. This fact supports the search of an 
optimum on all area of acceptable Solutions. The OG 
realizes "moving" on total area of Solutions using the 
“jump”. It allows to quit from local optimum, but also 
detection of global extremum does not guarantee. The 
mutation is a casual genetic changes within chromo- 
some, were intended for finding news qualitative 
properties, intrinsic defined solution.

The GA provide a random search of suitable So­
lutions, the way of optimization fitness function (FF). 
In a role of FF for given problem, it’s to use value 
describing a level a signal - noise on a boundaries of 
operating zones all REE in classification. The value of 
genets can accept values of all allowed frequencies in 
classification. After casual creation of a source popu- 
lation (set chromosomes) the OR selects chromosome 
for OC and OM, which create qualitatively new by 
casual image. If the values FF of these Solutions a 
rather great, they can get in a new population and to 
participate in the next cycles of operation of GA. This 
the population chromosomes with good values of FF 
is created, from this values (as the best) chromosomes 
are selected (for given problem it is a best FTS).

Accuracy and ratę of finding of the best solution 
depend on parameters GA, manner of coding infor- 
mation in chromosomes, also from the size of an ini- 
tial population.

The number of experiments was conducted. The 
aim of it was detection of degree of influence of var- 
ied parameters GA on tatę and accuracy of solution’s 
finding of given above problem. These parameters 
were the various procedures of choice chromosomes
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on reproduction stage, level and degree of mutation in 
strings (iines), also the number of chromosomes in an 
initial population.

The experiments have shown, that the it is morę 
chromosomes in initial population, then the faster GA 
fmds appropriateble solution. It’s a fact that calculat- 
ing difficult is increasing and there fore process of 
operation GA becomes morę durablis in time. It’is 
necessary to fmd the conciliatory proposal. According 
to the authors opinion, such solution is the size of ini­
tial population approximately equal (0.25 — 0.30) *n 
chromosomes, where n — amount of researched ob- 
jects (for our case, n the number REE in classifica- 
tion).

In reproductions stage the procedurę of chromo­
somem choice renders significant influence to a 
course of calculating. Were investigated a simples, 
biquadratic, relative roulette and procedurę of cut of 
the worst Solutions. In usual roulette gamę, the bali 
has absolute identical chances to stay in anyone sec- 
tors. But if the roulette is divided into unequal sectors 
(fig.l), the probability roulettes bali will stay in broad 
sector, is great, and narrow — is smali.

)

Fig. 1

With the reference to function of GA, each sector of 
formed simple roulette corresponds to one chromo­
somes and the size of the sector is proportional to this 
chromosome’s goal function. The inequality of rou­
lette sectors leads to nonuniformity of chromosomes 
choice. The casual character of choice can not lead in 
choice chromosomes with extremely good value FF, 
but for average OC and OM will be selected the best 
chromosomes, which will participate in creation of 
acceptable solution.

The main difference between biquadratic and 
simple roulette is, that FF of each of chromosomes is 
raised in the fourth degree. It provides increasing of 
probability of a choice chromosomes with Iarge value 
of FF. For example: let there are two chromosomes 
in population the values of these chromosomes are

equal 0.4 and 0.6. The probabilities of choice these 
chromosomes using simple roulette are equal 0.4 and
0.6 accordingly, and using biquadratic are equal 0.16 
and 0.84. The wide difference is observing on initial 
stages of operation GA, then the FF chromosomes 
have smali values. On finał stage, when FF chromo­
somes are rather great and are identical, biquadratic 
roulette operates as simples.

The operation of relative roulette considerably 
differs from simple one. The operation of relative 
roulette can be described as follows: the worst linę 
must be selected from all population, it value of FF is 
multiplied on 0.95. The obtained result takes as a start 
of counting. Next recalculating FF from each of chro­
mosomes of population in relative values is further 
produced. These values are calculated as difference 
between the value of FF each chromosomes and 
starting of counting. The is "stretching" rangę of val- 
ues FF chromosomes of population is produced. The 
total value of all relative values FF chromosomes of 
population undertakes square of all słabe of roulette, 
and sectors of formed roulette are the relative values 
from each chromosomes. It is a fact that the best 
chromosomes in relative roulette have probability of a 
choice for the next procedurę morę than ten times 
greatly than worse ones. Let's return to an offered ex- 
ample: the worse lines or (chromosomes) with FF 
equal 0.4 is multiplied on 0.95. As a result we have 
value equal 0.38, this number must be received as a 
beginning of counting. The relative value of worst 
chromosomes is equal 0.4-0.38 = 0.02, and for best 
ones 0.6-0.38 = 0.22. Therefore probability of choice 
for best chromosomes 0.22 / (0.22 + 0.02) = 0.92, and 
worse ones is - 0.08. Utilization of relative roulette 
gives advantages before idle time on initial stages of 
operation GA. In a finał phase of algorithm operation 
the application of such means is undesirable, as the 
probability of choice chromosomes using relative 
roulette does not depend on values of them FF. The 
relative registres residual between the best and worst 
chromosomes only, and for OC and OM will be se­
lected same chromosomes. It provides narrowing of 
searching space of suitable solution.

OR operation "cut" deletes from populations the 
worst Solutions. This procedurę perfectly operates, 
when the researched function has "smooth" sort fig.2a, 
or it has some equivalent extremums fig.2b. In case 
that researched function has sort shown at fig.2c, the 
application o f the given procedurę very seldom leads 
to finding sought solution, thus in case of hitting in 
one o f local extremums "cut" leads in fast conver- 
gence of population. OC here does not operate. It 
does not allow to leave from deep local extremum.
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This or that procedurę uses depending on stage 
of calculations. In the beginning of calculations, when 
FF has smali values, the relative and biąuadratic rou- 
lette “operates” perfectly, just these procedures pro- 
vides " most directed " search at the expense of selec- 
tion only best chromosomes, that on initial stage is 
positive feature. At this stage "direction" of search is 
selected and the eventual result depends on its selec- 
tion. On finał a stage, when the founded solution dif- 
fers insignificantly fforn the value of stopping crite- 
rion of GA, it is recommended to use a simples rou- 
lette, which in difference fforn relative, allows to se- 
lect not only best chromosomes populations, but also 
chromosomes with a smali value FF. It provides the 
extension of searches area of acceptable solution. The 
fig.3 is represented the dependence’s between frnding 
of acceptable solution and the number of steps of 
GA’s operation with a diverse procedures of selection 
chromosomes at stage of reproduction.

If during function GA has got in a local extre- 
mum, it is recommended to use "biąuadratic" roulette, 
with high level of mutation, or depositing in popula- 
tion of so-called "chaos". In a role of "chaos” it is rec­
ommended to introduce to population accidentally 
generated chromosomes.

The leaded researches also have shown, that ac- 
cording to amount of steps GA and intermediate re- 
sults of FF it is possible to judge about the degree of 
"variability" of researched function surface. For ex- 
ample, if GA during smali number of operation cycles

“ •—CU
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Fig. 3

fmds suitable solution and the procedurę of "cutting" 
is used, that researched function has "smooth" form 
with exactly expressed by one or several identical lo­
cal extremums, satisfying to creation of stopping. If 
GA fmds the suitable solution with using biąuadratic 
or simples roulette only, and at that values of FF best 
of chromosomes populations are stationary for a long 
time, it is possible to draw a conclusion, that the re­
searched function has "ravine" kind. The fig.4 has 
presented two graphic, which permitting to judge 
about degree of "variability" of the researched func­
tion. One of them is corresponded to the "smooth" 
function, and another one to "ravine" kind.

The recognition of the researched function al­
lows to give the recommendations at the choice of 
parameters GA for providing solution of the concrete 
optimization problem.
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Fig. 4

In the conclusion it would be desirable to notice, 
that GA can use successfully for other problem of 
integral optimization, such as the problem of direct- 
sales, representative of the problem of tracing and 
packing, but each new problem reąuires the unique 
customizations.
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Abstract

The software o f the Computer vision systems is 
complicated. The authors discuss the principles of 
Computer vision systems organization and propose 
the architecture for such software system.

Introduction

This article describes the architecture for high 
performance software system that supports 
distributed computing and parallel processing. 
Vision is one of the most difficult abilities to be 
implemented artificially. Developments in this area 
often require knowledge from a vast rangę of areas, 
including artificial intełligence, mathematics, 
physics, Computer architectures and neurosciences.

Computer vision rosę unique challenges in 
Computer software and hardware technologies. The 
challenges include making Computer vision systems 
less expensive, morę compact and morę robust in 
various conditions. These systems often have critical 
missions and require real-time processing o f  data to 
meet millisecond-level control cycle requirements. A 
comprehensive approach to developing, operating 
and maintaining a Computer vision system should 
cover all these critical issues[l]:

•  a scalable, open architecture;
•  a comprehensive, computer-aided

rapid development and deployment environment;
• real-time control and operator-

interaction capability.
The ultimate goal is to propose a unified 

architecture solution for the Computer vision 
software. Scraping existing systems and building new 
architecture from scratch is not practical. So, 
Computer vision technologies must evolute 
incrementally. First, let’s look at fundamental 
Computer vision technologies.

1. Function chart of the Computer 
yision system

The common function chart of the Computer 
vision system is given in fig. 1. First, the image of an 
object is transferred to the light -  signal converter 
through the optical device, then the electrical signal is 
amplified and is stored in the pre-processing device. 
The image analysis (secondary processing) device 
carries out location and recognition of the object, 
determination of its coordinates and orientation. The 
information on the object is displayed by the device 
of the visual control in case of need. On the basis of 
the received information the communication 
controller chooses control signals, that bring in action 
executive mechanisms, carrying out influence on the 
object. Besides the system of Computer vision can 
carry out record of the results of the analysis of the 
image. E.g., it can generate the description of the 
electronic Circuit on the basis of the processed image 
of the VLSI chip.

The purpose of the primary processing device is 
to reduce the common time of the image processing. 
In the time of pre-processing representation of the 
image is done as a set of characteristic points (the 
centre of the object, its important characteristics: 
comers, distances from centre up to edge, etc.) Thus, 
at the first stage direct processing and representation 
of the information are done in form that is convenient 
for further standard transformations which usually are 
carried out on the universal Computer.

The secondary processing device carries out 
recognition of the image, i.e. it uses its characteristic 
attributes for determination, to which class the object 
belongs. On the input of the device there is a codę of 
the image, obtained at the stage of the primary 
processing. On the output there are results of the 
processing of the image as the description in a

173

mailto:adyhov@newman.basnet.minsk.bv
mailto:doudkin@newman.bas-net.by


language of the subject area. In the case, when the 
system is intended for automated control, on the 
output we have control orders, translated by the 
controller of communication in signals, determining 
movings and actions of the manipulator.

The important part of system is the control 
device. Its functions are control of the processing 
devices parameters and synchronization of the 
processes, carried out in the system.

2. Further development of the 
Computer vision system architecture

For further specification o f the classes structure 
of the Computer vision system we list some basie 
methods o f  image processing and recognition used in 
similar Systems [2] (fig. 2).

It is necessary to mean, that the process of image 
input and generation and processing is affected by 
noise. A goal of pre-processing is elimination of 
noise distortions, brought in at different stages of 
formation, i.e. restoration of true values of the

brightness function [3].
This purpose is pursued by image filtering. We 

shall consider the basie filtering methods:
1. threshold;

2. anisotropic and reccurent;
3. discrete Fourier transform, and also Hadamard 

and Walsh transforms that are less exact, but faster.
ii

At the following stage of processing the image 
segmentation is carried out [4]. The segmentation is a 
separation of the image into components: objects, 
their fragments and characteristics. Two approaches 
to the decision of a problem of segmentation are 
known.

The first one is based on contour location on the 
images, that is assumed as a set of borders between 
object and background, between various objects or 
between adjacent areas of the same object. Three 
basie methods of contour location of the image are 
known:

S e c o n d a ry  P rc c e e a in g - t -
C a ice

Control Flows 

Data Flows

Fig. 1. Function Chart of the Computer Yision System
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1. niethod of spatial difTerentiation;
2. method of functional aproximation;
3. method of high-frequency filtering.

The specified methods of contour location of 
the image are realized in the Computer differently. 
The realization of a method of spatial filtering brings

Flg.2. Structural Scheme of Image Processing in the Computer Vision System
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in large volume of calculations. The method of 
spatial differentiation is most freąuently applied in 
practice.

The second approach to the decision of a 
problem of segmentation is based on the concept of 
uniformity of the image points, laying in some area, 
limited by a contour. The basie techniques of this 
approach are:

1. method of threshold processing;
2. method of area escalating;
3. method of relaxation marking.
The next processing stage is construction of the 

image description, i.e. representation of brightness 
function as a set of the quantitative and qualitative 
characteristics, forming a set of attributes, which is 
hereinafter used for recognition of object and its 
classification, and also allows to determine objects 
location and orientation. We notę, that not the image 
itself, i.e. brightness function, is used at this stage, 
but its codę, that represents the information of the 
image in a proper kind. The coding is madę according 
to the basie rules of the theory of the information, 
related to finding of optimum codes. So, for the most 
ffequent values of the brightness function short codes 
are given, and for seldom values long codes are used.

After primary processing and coding, the 
analysis of the filtered image is the determination of 
its fitting to one of given beforehand classes of 
objects [5]. For such classification some system of 
attributes, unequivocally determining a fitting of 
visible object to one or another class should be 
allocated. During the choice of the attributes, 
algorithms of classification and image acquisition 
hardware characteristics are taken into account. The 
simpliest attributes are the geometrical ones, giving 
some universal invariants of objects. The basics of 
them are:

1. area of the objects;
2. maximum, minimum and average distances 

from centre of inertia of the image to its edge;
3. perimeter of the image;
4. adjusted perimeter (taking into account 

weight of each point on edge of the image);
5. coordinates of the centres of various 

moment of inertia of the image;
6. some initial factors of Fourier transform of 

the distance from inertia centre of image up to edge;
7. sizes of the minimum correct geometrical 

shape, limiting the image.
Sometimes the so-called linguistic approach to 

the description of objects is used. It is based on 
attributes, that are located by human heuristically at 
study of properties of objects (comer, arrow, type of 
Crossing and other).

The listed geometrical attributes in the majority 
of cases do not provide the complete description of 
visible objects, sufficient for their classification, and 
frequently it is necessary to use morę complex formal 
invariants, for example, moment functions of the 
image, and other.

As a result of construction of the description of 
the image each object is characterized by an ordered 
vector of attributes p= (p,, p2,..., p„), that represents a 
point in n-dimensional space of attributes. If N 
classes of objects Kb K2,..., KN are given, the object 
can be classified by a method of discriminating 
functions, that in a generał case consists in 
calculation of values of N of functions d,(p), d2(p),... 
DN(p), such that for any vector p* e K„ d, (p*) > 
dj(p) while i Ф j for all j = 1, 2, . . . , N. 
Discriminating function d; (p *) (i=l, 2,..., N) gets out 
so that the error of classification was as smali as 
possible. A special case of discriminationg functions 
is comparison with the etalon.

As an example of another approach to the 
decision of a problem of identification it is necessary 
to specify group of so-called structural - syntactical 
methods, based on the structural relations between 
the elementary ffagments of the image of object. 
These methods use known structures of the discretic 
mathematics: formal grammars, graphs, networks and 
other.

Considering o f  the mentioned above analysis in 
area o f processing and analysis o f the images, we 
make the Computer vision system architecture morę 
detailed.

There is a big number of architectural models 
for solving the problems of control, data collection 
and processing, but the most wide spread are 
synchronization of the independent executors and 
firame processing.

In the first case the architecture of the system is 
composed from a number of rather independent 
objects, each of which is carried out as a control flow. 
Such architecture has the advantages and is, perhaps, 
unique acceptable model in case of designing 
distributed system, which should make processing of 
large number of parameters. This model also allows 
to optimize data processing morę effective (each 
agent can comprise the information how it is 
necessary to adapt and change the system parameters, 
e.g., to inerease or reduce the firequency of 
interrogation).

However, such architecture is not always 
acceptable for rigid real-time Systems creation, when 
it is required to provide robust processing. For this 
reason we choose ffarne processing model for our 
system.
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As it is shown in fig. 3, the process of 
functioning comes true in this case as a seąuence of 
reading of the image, filtering, segmentation, coding, 
identification and processing of results through 
certain intervals of time. Each element of such 
seąuence is a frame. In one’s tum, it is possible to 
divide the frame on a number of sub-frames, taking 
into account their fimctional behaviour. The basie 
advantage of such model is, that we can morę rigid 
supervise a seąuence of actions of data collection and 
processing system.

5. Conclusion

We have proposed architecture of the Computer 
vision software system on the basis of analysis of 
most common processing methods. This architecture 
is scalable and flexible in the terms of possibility to 
use different algorithms of recognition and primary 
processing of images. Another feature of the offered 
approach is the multipurpose orientation of the 
developed architecture that distinct this system from 
similar ones [6,7].

Our system provides the facility necassary for 
experimenting with various choices at different 
abstraction levels to fmd the best match for the 
system under development.
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Abstract

Walsh operators are proposed that mąy be used 
in image processing for edge detection. These 
operators based on discrete two-dimensional Walsh 
functions o f appropriate dimensionality. The 
algorithms o f a calculation o f operators and the 
algorithm o f edge detection are represented.

1: Introduction

Edge detection is an important process in Iow 
level image processing. The result of edge detection is 
initial data for further image processing. During this 
process pixels that belong to object borders are 
marked. There are numerous methods; to mention 
only a few: Prewitt, Kirsh and Sobel gradients, 
Haralick method, Laplacian of Gaussian, etc. [1-3]. It 
is difficult to estimate an effectiveness of the methods 
because of difficulties in determination of the best 
parameters, bound with each method, and also for lack 
of a uniform effectiveness criterion. [1, 4]. Therefore 
the different operators can be effective for various

types of images. Below, the Walsh operators are 
submitted for edge detection on gray-scale images. 
The effectiveness of these operators is determined by 
presence of the fast algorithms for their computation. 
At the same time the edges are determined with the 
same ąuality that is obtained using known operators.

2: Walsh operators and their computation 
algorithms

The two-dimensional Walsh functions can 
applied for edge detection directly. The four such 
functions are illustrated in Fig. 1 [5]. Thus, the values 
of coefficients CUh Cw, Cn corresponding two- 
dimensional Walsh functions wa/(0,l, х, у ) , 
wal(\fi,x, y ) , wal(\,\,x,y) are calculated when 
direct transform is executed, and the coefficient Cm is 
assumed by zero. When the inverse transform is 
executed, only the value of coefficient C00 is 
calculated. The coefficients C0I, Cw, Ctl can take 
either on modulo or their true values for computation 
the value of coefficient C00.

Fig. 1. Two-dimensional discrete Walsh functions.
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The differences will consist in a distribution rangę of 
intensities of the image obtained after transformation. 
If the true values are used then the calculated 
coefficient Cog must taken on modulo. At usage of 
such algorithm the all image area is scanned by 2 x 2 
window with a step equal 1. The value of coefficient 
Coo is assumed to the pixel that corresponds to this 
coefficient in operator window. A gray-scale image is 
obtained after applying this algorithm. Edge points are 
selected by thresholding the magnitude of the

coefficient C00.
Two matrix operators by dimensionality 3x3 

pixels are usually used for edge detection [1,2]. The 
Walsh operators of such dimensionality can be 
obtained ffom two-dimensional discrete Walsh 
functions. To this end the linę and column with the 
zero elements are inserted in two-dimensional discrete 
Walsh functions. The obtained operators are 
represented in Fig.2.

Fig. 2. The Walsh operators.

The Walsh operators are used as well as the 
known operators. For example, the Sobel operator is 
applied as follows. The Sobel operator S(m ,n) [1,2] 
involves a nonlinear computation of pixel values over 
3x3 window for transformation of the pixel at point 
(m, ri) (see Fig.3). It is defined as either

S(m,n) + d Hm.n)

or for computational efficiency,

S(m,ń) = d  , , + d У( т, п )

where

(1)

(la)

^ У( тп )  U m + \,n -\ T ^  fm + \,n  +  Ут+1,п+1 )

( . / m - l , n - l  *“f  "h i- 1 . i i  i m - l , n + l  ) ’

(2)

( . / . я -l.n+ l +  2 ./mn+l + )' m+l.n+l )
(3)

The operator is shifted exhaustively over the 
image area.

Two various combinations of operators 
represented in Fig. 2 can be used for edge detection 
with application of Walsh operators. The edges are 
determined with the best quality when the operators II 
and III are applied.

The value of the pixel at point (m,n) with 
application of operators II and III is calculated as 
follows:

W(m,n) = J x 2 + Y 2 , (4)

or for computational efficiency,

W(m,n) = \X\ + \Y\, (5)
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where

X  ( У У т + 1 , л - 1  )  (У т-1 ,л+ 1  *  Ут+1,л+1 )>

^  ~  (У т-1 ,л -1  * У/Л-1.Л+1 )  (Уот+1,л+1 . / j i + l .n - l ) '

(6)

The fast computation algorithm can be used for a 
determination of values X  и Y corresponding to 
Walsh operators II and III accordingly. This algorithm 
is represented in Fig.4 [6] for basis of two- 
dimensional Walsh functions (see Fig.l) and matrix

This algorithm determines the four coefficients of 
two-dimensional Walsh transform of matrix Z  . The

represented fast algorithm can be used for the operator 
window with dimension 3x3 pixels (see Fig.3). To 
this end the input data must be organized by 
appropriate way. The computation algorithm of Walsh 
operators II and III is shown in Fig. 5. At usage of 
these operators the all image area is scanned by 3 x 3 
window with a step equal 1. A gray-scale image is 
obtained after applying operator. Edge points are 
selected by thresholding the magnitude of the 
W {m, n ) . Fig. 6 shows the edge images obtained by 
applying Walsh and Sobel operators. The selection of 
the threshold level is very important to the finał 
results. The discussion of the threshold selection may 
be found elsewhere [7]. Неге, the threshold level has 
been selected in a heuristic way.

fm -\  л—l / т -1,л fm-\,n+\

fm ,n-\ fJ  m,n 3  m,n+\

f т+У^п-Л f 71 + 1,л fm  +1,й+1

N
columns

IMAGE

fJ m

т
M rows

_ L

Pixel value at
row m, column n

Fig. 3. Notation for an operator of edge detection.

Fig. 5. Fast computation algorithm of Walsh operators.

180



Fig. 6. Edge images obtained by different operators: (a) original gray-scale images, 
(b) Sobel operator, (c) Walsh operator.
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A fast edge detection algorithm based on two- 
dimensional Walsh function has been developed and 
reported in this paper. The following two main 
features distinguish it from known algorithms. Firstly, 
Processing an image by 2 x 2 window the proposed 
algorithm allows obtaining morę thin contour lines of 
objects as against Sobel operator. Secondly, the 
computational complexity of edge detection algorithm 
is reduced with using Walsh operator. The fast 
computation algorithm is used advisable for execution 
direct and inverse Walsh transform. Only six addition 
operations are required in case of usage Walsh 
operators. At the same time, processing an image by 
3*3 window our operator gives the edge images that 
identical to those ones by Sobel operator (see Fig. 6). 
Notę, that the algorithm may be effectively hardware 
implemented and can be used for edge detection in the 
image processing systems of real time.
The research was supported by the INTAS (project 
№ 97-2028).
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Abstract

In given work the longitudinal acoustic waves 
reflection from boundary o f a solid body with 
dissipative liąuid theoretically is considered. The 
essential dependence o f factor o f signal reflection 
and its phase from factor o f absorption o f 
ultrasound in dissipative medium is shown. The 
experimental confirmation o f conclusions o f the 
theory is carried out by consideration o f reflection 
of an acoustic pulse from the boundary o f plexiglass 
- ероху pitch while the last is loaded, shown 
essential reduction o f reflection factor and o f 
acoustic pulse duration while ероху pitch is 
hardening.

Keywords: acoustic wave, reflection, dissipatiye 
medium.

1. Theory

The reflection of continuous and pulse acoustic 
signals from boundary of mediums is investigated 
theoretically and experimentally rather in detail [1]. 
Nevertheless, the case of reflection of an acoustic 
wave from medium having strong absorption of 
sound waves is unknown to us and can appear 
interesting both in scientific, and in the practical 
plan. In that work we consider reflection of an 
acoustic longitudinal wave (LW) from fiat boundary 
of a solid body with strong dissipatiye medium, as 
which the yiscous liąuid сап serve.

Let continuous harmonie LW is spread in a solid 
body without attenuation, which at normal fali on 
boundary with a yiscous liąuid partially is reflected, 
and past L W in a liąuid rather ąuickly fades (fig. 1).

The wave eąuation for LW in dissipatiye 
medium looks like:

уo ii. =cuIIt +bu t > 0 )

where ux - component of longitudinal displacement in 
LW, c - elasticity module, p - density, b - dissipatiye 
losses parameter, determined in factors of shift rj and 
yolumetric yiscosity and thermal conductivity factor 
X according to a ratio [2]:

b = j r j + ś  + z ( c ; '  +  c ; ‘) - (2)

in which cp and cv are thermal capacities of medium at 
constant pressure and volume accordingly.

Thus factor of absorption of sound a is 
unequivocally expressed through the parameter of 
dissipatiye losses b according to expression 
a=w2/2pS\, where co=2uf - cyc lic freąuency of а 
sound wave, St - speed of a longitudinal sound. Let's 
notę, that at b=0 these eąuation determines the 
acoustic oscillations in a solid body with the 
appropriate materiał constants.
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(1) (2)

R

Fig.1. Reflection of an acoustic signal 
from boundary of mediums

The decisions for falling, reflected and past waves 
are searched in a standard kind [2]:

u1 = w0;, ехр[/(&,х - 1o O] (3)

uR = exp[z'(-^,x -  co /)]

u1 = ul2 exp[- a  x  + i(k2x -  co /)]

where k,=co/Sn, k2=co/Sa - wave numbers, Sn and Sn - 
speed of a longitudinal sound in a solid body (1) and 
liąuid (2), t - time.

The boundary conditions at x=0 are representing 
the continuity of displacement and stress in an 
acoustic wave and will be written down as follows:

u[ +uR uT 
x ’

<?,(<*
(4)

That decisions (3) satisfy to the appropriate wave 
equations, and being substituted in (4), give the 
system of the linear eauations to define the factors of 
reflection R  = щ х/ и т and transition 
T = U02/u'm (T=l+R). Reflection factor has the 
following kind [3]:

R0 [i + (1 + x2 )m  ]■+ Ц  x 2 + ф  x(l + x 2)

l + (l + x2)1/2 + ^ - x 2 + /-^ -x (l+  x2)
2 2

(5)

where Ro=(Z2-Zi)/(Z2+Z|) and T0=2Z2/(Z2+Z1) are 
reflection and transition factors of acoustic wave 
accordingly (when co-łO), x=co/a>c , Zt-pSn and 
Z2=pSi2 o are acoustic impedances of solid and liquid 
mediums (without dissipation), coc=p2S2tl,(Jb is some

effective ffequency to characterize the dissipative 
medium, Sa.o is sound velocity (when co=0).

Starting from (5), a statement for a reflected 
signal phase can be followed:

(1 -Л 0)Г0х(1 + х 2),/2[1 + (1 + х 2)1/2]

2/?o[l + (1 + х2)" 2]2 + Г0(1 + R0)x2[1 + (1 + x 2)V2]+ ~ x 2i} + 2x2)
(6)

Thus, accordingly to (5) and (6) at reflection of an 
acoustic wave from dissipative medium its 
amplitudę and phase varies.

Below the factor of passage Тш and phase of 
the passed LW are also shown:

T  =■
(1 + /?o)[l + (1 + x 2 )1/2] +  T0x 2 + ż — x ( l  + x 2 )1/2

l + (l + x2)1/2 + ̂ - x 2 +i y x ( l  + х2)ш
(7)
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(8)! * ( 1 + * г г Д0(1 + (1 +  * 2) ,/2) +  | х 2

2*o l +  (l +  x 2) I/2+ ^ V
L 2 J

+  [0 +  * о )0  +  (1 +  * 2)1/2) +  *ол:2]+  ^ x 2(l +  * 2)

2. Computer experiment

Proceeding from the given dependence Ra and 
using direct and inverse Furier transformations with 
the help of the Computer the form of the reflected 
signal from boundary of plexiglas - ероху pitch was 
estimated for model and real acoustic pulses. The 
results are given in a fig. 2, 3. The changes of 
amplitudę and phase can be unequivocally 
connected to properties of a contact liąuid and 
superficial layers of a body and contra-body, for 
example in tribological research of pairs ffiction.

If the reflection occurs from less dense acoustic 
medium (Z2 < Zi), at co«coc then there is an 
inversion of a signal ( [PR=n). In a vicinity co~aic the 
minimum of reflection factor is observed at the 
further increase of a phase of the reflected signal 
concerning a phase of a signal, falling on boundary. 
Further at co»coc Ra ->1 and 4^->2n. There is a 
complete reflection of a signal. Otherwise at 
reflection from morę dense medium the inversion of 
a signal does not occur (co»a)c , Ra -}R0 and 
4^->0). Similarly at co ~ coc the minimum of 
reflection factor Rm is observed at a maximum of a 
phase Further at co»coc Ru-^1 and

3. Real experiment

To confirm the theoretically predicted above 
phenomenon - dependence of the reflection factor 
from the dissipation of ultrasonic energy in 
reflecting medium the following experiment was 
carried out. The pulse generator feeds ultrasonic 
piezoceramical transducer (UPT) with resonance 
frequency of 3.5 MHz. An acoustic pulse close to 
the theoretically considered form was radiated into 
the structure of plexiglass - ероху pitch. Radiated 
and reflected signals were registered by 
oscillograph.

In a fig. 4 the dependence of reflection factor R 
of a pulse signal in arbitrary units is presented 
during hardening of ероху pitch prepared

accordingly to the State standard (10 g of ероху 
pitch to 1.2 g of curing agent). Let’s notę that 
acoustic impedances of liquid and hard phase of 
ероху pitch are differing no morę than 100%. 
During the mix hardening temperaturę grew no morę 
10°C in comparison with room, that practically did 
not influence on the acoustic parameters of the mix. 
It is possible to explain the reduction of reflection 
factor in 2,5 times on our sight only by the theory 
advanced here, namely sharp change of energy 
dissipation in an ероху layer while hardening. In a 
fig. 3 theoretical dependence of reflection factor 
(represented by dot lines) at Zi=3.1106 kg/(m2 s), Z2 
=3.25 106 kg/(m2 s), for the basie frequency of a 
pulse signal at a>c=10 MHz for a solid phase. Also at 
hardening of the ероху pitch the duration of the 
reflected acoustic signal changed from r=3 ps up to 
r=2 ps, that will be coordinated to conclusions of the 
advanced here theory.

The most unexpected results appeared when on 
4 volumetric parts of ероху pitch 1 volumetric part 
of curing agent was added. The process of hardening 
of ероху pitch occurred very intensively and non- 
uniformly with the change of volume up to 10 % and 
increase of temperaturę of a mix up to 80° C. The 
results of experimental researches are given in a fig. 
5, whence it be visible, that the change of reflection 
factor of an acoustic pulse signal had maximum 
change in 8.5 times and qualitatively coincided with 
the advanced here theory. For the quantitative 
coordination of the theory with experiment the study 
of dynamics of viscosity and of some physical- 
chemical factors of hardened ероху pitch is 
necessary, that is an independent task and serious 
experimental efforts are required for that.

It is necessary to make a conclusion, that the 
condition of reflecting dissipative medium 
essentially influences the reflection factor and phase 
both continuous and pulse acoustic signals. As the 
phase measurements are rather exact in comparison 
with amplitudę ones, so on them we can estimate the 
sound absorption in strong dissipative medium and 
to carry out the direct measurements of viscosity of 
liquids.

185



Wo-314160
Wc-6283200

Wo=31416000 
Wc=6283200

Wo=314160000 
Wc=6283200

Fig. 2. Reflection of model pulses: 
falling pulse, reflected pulse
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Wo=314160
Wc=6283200

Wo-31416000
Wc-6283200

Wo«314160000 
Wc=6283200

Fig. 3. Reflection of real pulses: 
falling pulse, reflected pulse
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Fig. 4. Reflection of a signal during the ероху pitch hardening, prepared in 10/1.2 weight
proportion.

Fig. 5. Reflection of a signal during the ероху pitch hardening, prepared in 4/1 volumetric
proportion.

Conclusion

As a result of carried out theoretical and 
experimental researches the earlier unknown 
phenornenon - anomalous change of reflection factor 
of an acoustic longitudinal wave ffom boundary of a 
solid body with strong dissipative medium is 
established. Its model in experimental researches 
was the two-layer structure of plexiglass with ероху 
pitch at hardening. The uniąue opportunities on 
measurement of a spectrum of reflected acoustic 
signals in such or similar structure are interesting in 
development of functional devices of solid-state 
electronics, and also in development of the express- 
method of measurement of viscosity of liquids.
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Abstract

The various program methods are offered (linear 
filtration, processing on special functions with an 
adjustable weights, color-coding) to improve the 
images guality at 2D acoustic visualization o f solid- 
state products, which are illustrated on an example o f 
researches o f friction pair. Overlapping the acoustic 
images (Al) with the appropriate optical images (Ol) 
with reąuired scalę transformation in addition is 
realized. The quantitative criteria o f an estimation o f 
the characteristics o f a contact stain o f friction pair 
are offered.

Keywords: ultrasonic diagnostic complex, acoustic 
and optical image, filtration, scalę transformation, pair 
of friction.

1. Introduction

The development of Computer facilities has 
resulted in significant improvement of Systems of 
ultrasonic diagnostics. Now at realization of non- 
destructive testing frequently there is a necessity for 
reception of the acoustic image with the high 
resolution. To receive the necessary information at 
scanning object with use of acoustic waves and to 
generate its visual image it is obviously possible 
through systems of ultrasonic visualization.

The methods of ultrasonic visualization already 
have received wide application in various areas of a 
science and engineering: non-destructive production

quality surveillance, medical diagnostics, diagnostics 
of materials and products. However, in researches 
directed on maintenance of reliable functioning of 
mechanisms, technical diagnostics both control of 
processes of friction and wear process are important, 
the application of methods of ultrasonic visualization 
seems to be new and rather perspective.

2. Estimation of the tribological 
characteristics

The ultrasonic diagnostic tomography is carried 
out through the ultrasonic diagnostic complex (UDC), 
which consists of ehotomoscop ETS-U-02 with 
ultrasonic piezoceramical transducers (TJPT), a 
videoadapter, a personal Computer (PC) with a laser 
printer and an optical scanner. The mechanical cross 
section scanning of an object under control placed in a 
working fluid is carried out with the help of the UPT. 
The echo-signals received undergo preliminary 
Processing and are displayed on the screen of the 
monitor echotomoscop as a cross section Al of the 
object.

From the output of the echotomoscop Al is sent 
through the videoadapter to the PC. The optical image 
of the drawing of the examined section of the object is 
entered in to PC with the help of the optical scanner. 
Then images are overlapped and processed with the 
help of a special program.

As a result of comparison of the processed 
images it is possible precisely to look after 
interrelation of dynamics of change of Al parameters 
with the change of friction pair loading.
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When friction pair is on loading and rotation 
there was a Iuminous contact stain on Al, representing 
32 gradation of gray color. Area and intensity of that 
stain were counted accordingly to listed below 
algorithm, that allowed to compare changes of 
received Al to changes of parameters of researched 
object.

In a product representing the “shaft-and-bush” 
type friction pair, as it is shown in a fig. 2, a surface of 
their contact can be effectively diagnosed. If in this 
area there are cracks or local-intense condition, there 
is on two - three order a large area in which 
deformation have changed density and elasticity 
module of substance. So conditions of reflection of a 
sound are changing that entail also Al changes. As last 
is a matrix of 512x512 points with 32 gradation of 
brightness, it is possible to allocate on it the 
rectangular containing a contact stain. Brightness for 
all allocated area according to a ratio further is 
encountered:

N  M

i = ' E ' E n x „ r l ) . a )
/=i j - i

where M, N - length of the sides of the allocated 
rectangular, brightness I (Xj,Yj) - codę of brightness 
of the image point. The size I is represented in 
arbitrary units of brightness of all rectangular.

If to study dependence of brightness I from the 
extemal factors (friction pair loading p, rotation 
freąuency w, etc.) then the criteria of an estimation of 
tribological properties of such friction pair would 
arise. Thus the relative dependence seems to be 
interesting:

A I ( p , w )  =  I ( p , w ) - I ( p  =  0,w = 0) . (2)

which unequivocally defines the influence of the 
extemal factors.

Two remarks should be madę. The first chosen 
rectangular should be inside the second rectangular, if 
I2 t(p, w) for addition of Crossing of sets of these points 
is constant, the first rectangular can be narrowed. Thus 
the process proceeds so long as the condition will not 
be broken. The size of area subject to operational 
changes thus is determined. Elsę process of expansion 
of the first rectangular should be carried out, until I2> 
will not become a constant. Rectangular can be 
replaced by any other closed curve. There is some 
disorder in brightness of points because of

echotomoscope features, therefore it is recommended 
for each point to choose a codę I(Xi,Yi), average for 
some interval of time.

2. Computer processing of the images

The ultrasonic visualization of friction processes 
have some difficulties caused by occurrence of false 
images as a result of reflections and transformations of 
ultrasonic oscillations in controllable solid-state 
friction object, for which elimination, the additional 
digital processing Al is offered.

The various kinds of a linear filtration, 
processing on special functions with predefmed and 
adjusted weights and color-coding of the black-and- 
white images [2] were applied to improve the Al 
ąuality. Besides the program overlapping Al with its 
optical analogue was madę.

The application of filtration methods was 
oriented on such tasks as exception of extraneous 
noise, expression of borders of image elements and 
correction of its brightness characteristics.

At the decision of a task of noise exception the 
advantages of a low-frequency filtration 
overwhelming spatially uncorrelated noise (which 
contains some higher spatial frequencies in its 
spectrum comparison with a spectrum of the basie 
image) were used. In particular, for this purpose the 
operation of discrete convolution of the initial image 
with various noise-suppressing masks was used.

Noise smoothing has as a by-effect some 
blurring of image contours (compare the initial image 
on fig.la and result of filtering on fig. Ib), so it was 
applied in a combination to various techniques of 
borders expression. Among other the discrete filtration 
with the high-frequency pulse response (fig. lc) was 
used for that.

The same discrete convolution with masks 
chosen proceeding from a condition of equality to 1 of 
the sum of their elements was applied to realization of 
a high-frequency filtration.

For the greater visual expressiveness the 
emphasis of borders was accompanied by imposing of 
the optical image received by scalę transformation of 
the scanned drawing of the examined detail.

In addition to the image filtration the correction 
of its brightness characteristics expressed in mapping 
of its intensity meanings on a rangę, definitely 
distinguished from initial was madę. Linear 
transformation of intensity that is change of generał 
brightness of the image, was madę and also gamma
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correction, resulting in nonlinear changes of intensity 
of image elements. Last allowed to correct separate 
areas of intensity rangę, achieving morę precise 
emphasizing of required image elements. The finał 
variant of the image is shown in a fig. 2.

Using of color-coded images is associated witli 
feature of human vision, allowing distinguishing the 
greater number of various color hues, than number of 
hues of gray color. Hence the transition from black- 
and-white to pseudo-colors improves the recognizing 
of low-contrast image elements, and also can be used 
for visual emphasizing of its separate regions.

Color-coding of the initial images was madę in 
conncction to area of a contact stain, the brightness 
gradation of which received most “hot” color hues 
(appropriate to gradation of red color), while “heat” of 
other part of the image decreased with distance.

Use of the optical image imposed on acoustic 
one allows to discharge the interfering factors, which 
are the consequence of cross waves occurrence in a 
solid product, because of what there are false images 
on Al. The analysis of brightness of the false images 
on an above mentioned technique can be useful for 
quantitative criteria of an estimation of physical and 
tribological characteristics of friction pairs as the 
transverse waves carry additional information about 
the contact stain, which cannot be achieved by 
longitudina! waves.

C)

Fig. 1. Application of a linear filtration 
a) - initial image; b) - result of application of 

the low-frequency filter; c) - result of 
application of a high-frequency filter

For the coordination of Al and Ol scales it is 
necessary to reduce the overlapping image size n 
times (n=S1T1/S|, where Sm and S| are velocities in a 
materiał and in a contact liquid accordingly) or to 
increase the image size in the same proportion. For 
example, for an aluminum product n = 4.6.

At overlapping Al and Ol it is necessary to find 
two identical points in each of the images. It is 
obvious, that for Al those are two nearest to emitter. 
In the worse case there is one, and second is possible 
to believe the emitter itself. Correctly executed scalę 
transformation makes identical all points of mediums 
boundary.

Overlapped images are shown on fig. 3.

Fig. 2. Image passed through complex 
Processing.

a) b)
Fig. 3. Images with Al and Ol overlapping (Al 

obtained with different modes of loading) 
a) Frequency of rotation n=400 min'1; loading 

P=500 N; b) Frequency of rotation n=400 min1; 
loading P=2000 N.

The acoustic images were received with the help 
of the machinę for test of materials for friction and 
wear 2070 SMT-I. The materiał of the shaft was 
served by Steel 40H. The bush was madę of bronze 
OCS-5-5-5. This materials have found wide 
application in condensing devices, bearings of sliding 
and other units of friction. The industrial oil 1-40A 
was used as a working liquid. The ultrasonic
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transducer fastened with special rig at investigated 
celi of friction machinę.

Conclusion

In the whole set of mentioned above 
transformations has allowed to achieve much higher 
ąuality Al, making it essentially morę recognizable. 
Using of (1) and (2) makes it possible to get a 
quantitative criterion of solid-state products dynamics 
examination.
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Analysing the reasons hindering creation of the 
universal contact device, the construction of the 
universal contact device which has contact pins in all 
knots of an abacus with a pitch 1.25-mm is 
developed. The accounts of basie elements and knots 
of the universal contact device are given.

Recently at the enterprises the large distribution 
is received with automated control and measuring 
systems on the basis of managing electronic - 
computers for monitoring multilayer printed Circuit 
cards. The development and manufacturing of 
contact devices takes a significant place in all 
amounts of works on designing and manufacturing 
of means of monitoring. The attempt of creation of 
constructions of the universal contact device, which 
has contact pins in all knots of an abacus with a pitch 
A = 1.25 m m , meets large difficulties.

A successful solution of this problem needs 
serious development of constructions of the most 
contact element in the plan of its miniaturisation and 
problems of laying of large number of conductors 
going to these elements, in view of providing of 
access to them for repair and replacement of 
contacts.

By the most simple and reliable solution of the 
first part of a problem was the fulfilment of a contact 
element as an elastic rod covered with an elastic 
dielectric, to which one end face the conductor of the 
control device is soldered, and on the friend the taper 
forming dot contact to an inspected surface is 
executed. This optimal solution was that in one 
element the functions of collector and of spring 
being two integral parts of any contact device are 
combined.

However for want of pitch A = 1.25 mm will 
produce the universal contact device of such 
construction rather complicatedly because of 
difficulties of mounting stipulated by a high

denseness of a disposition of contact elements on 
unit of sąuare. So, for want of pitch A = 1.25 mm 
the specific denseness makes
p  = 64 unit on sq. c m . For this reason it is 
difficult to check and practically it is impossible to 
correct a breakaway of a conductor of connection of 
contact elements with the control device. The 
probability of a breakaway is rather high, as the 
contact elements are mobile, and the number them is 
great.

It is rather complicated to produce the universal 
contact device of such construction with a pitch 
A = 1.25 mm because of difficulties of mounting 
stipulated by a high denseness of a disposition of 
contact elements on unit of sąuare. So, for want of 
pitch A = 1.25 mm the specific denseness makes 
p  — 64 unit on sq. cm . For this reason it is 
difficult to check and practically it is impossible to 
correct a breakaway of a conductor of connection of 
contact elements with the control device. The 
probability of a breakaway is rather high, as the 
contact elements are mobile, and the number them is 
great.

The universal contact device for monitoring 
multilayer printed Circuit cards with a size of a field 
B x  L , in which the necessity of a soldering of 
conductors to contact elements is eliminated, is 
represented on Figurę 1. It represents the basis 1 with 
the base pins, fixed on it, (2), on which the package 
from auxiliary printed Circuit cards (3) is installed. 
The upper, intermediate and lower auxiliary payment 
are represented on Figurę 2-4.

The printed conductor (4) auxiliary payment (3) 
is supplied with a bonding contact pad (6), on which 
by the lower extremity the contact element (10) rests, 
and upper extremity it contacts to the checked 
payment (12).
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Figurę 1. The universal contact device for 
monitoring printed Circuit cards

Figurę 2. The upper auxiliarv paymenl
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On the lower auxiliary payment Figurę 4 the 
distance between pins of bonding contact pads (6) 
counter printed conductors (4) is equal to a pitch A  , 
and on each conseąuent payment this distance is 
morę, than on previous on a double pitch 2A 
Abacus. This implies, that the number N  АихШагу 
payment (3) in a package is determined by 
expression

(1)

Неге В  - breadth of the inspected payment.
The distance between pins of printed conductors 

(4) also is equal to a pitch A . On a ffee field of all 
auxiliary payment, except for lower, the orifices (7) 
are executed, which disposition corresponds to a 
disposition of an abacus of the checked payment 
(Figurę 2, 3).

On base pins (2) the fiat (8) and n-figurative (9) 
guides are installed. Last is installed above first. 
Guides (8) and (91 have coaxial orifices, which 
centres correspond to knots of an abacus of the 
checked payment. In orifices of guides (8), (9) and 
auxiliary payment (3) packages contact elements 
(10) are installed, which surface is covered with 
elastic dielectric (11).

Both central numbers of contact elements (10) 
pass through orifices in guides (8), (9) in upper 
auxiliary payment and concern face of bonding 
contact pads (6) by the one end of lower аихШагу 
payment, and other - bonding contact pads of the 
checked payment.

The length of the following behind central 
numbers of contact elements (10) is less on a 
thickness of the аихШагу payment. They concern by 
the lower end face of bonding contact pads (6) on 
following for the lower аихШагу payment etc. 
contact elements (10), located in extreme numbers, 
pass through orifices in guides (8), (9) and lower end 
face (6) upper аихШагу payment concern bonding 
contact pads.

The universal contact device for monitoring 
printed circuit cards works as follows. On base pins 
(2) of the inspected payment (12) should be installed 
and pressed to the upper end faces of contact 
elements (10), which are curved elastically. The 
dielectric cover (11) protects contact elements (10) 
from closure among them. Since the lower end faces 
of contact elements rest on appropriate bonding 
contact pads (6) printed conductors (4), connected 
with output pins (5), the bonding contact pads of the 
inspected payment appear on-line to the electronic 
device through electrical circuits consisting of

contact elements (10), printed conductors (4) 
аихШагу printed circuit cards of (3) and output pins 
(5).

Let's reduce necessary accounts of configuration 
items of the universal contact device, which are 
useful to its manufacturing.

So each consequent аихШагу payment (3) of the 
package is wider than previous on magnitude 2 AB , 
which is required for laying conductors of 
connection of contact elements with the control 
device. Lefs calculate an increment of a breadth AB 
on one edge of the payment. Height of stacking of 
conductors is equal to a thickness of the payment h 
(Figurę 1); i.e. the conductors are stacked up to a 
level of the following payment. Lefs make the 
equation for definition AB

. n , n K d 2
A Bh =  •---------- (2)

4
Where d  - diameter of used conductors.
The amount of conductors n , which can be put 

on one ledge on an edge of the control device along 
it of length L  , is determined by number of printed 
conductors 4 (or bonding contact pads 5) of аихШагу 
payment (Figurę 2).

n =  — ~  1 
A

(3)

Where L  - length of the inspected payment.
By substituting (3) in (2) and by dividing both 

parts on h , we shall receive:

A B =
n d 2

4 h

\(
--1 (4)

The breadth of the contact payment from a 
package, where К  e  1. .N  Settles up by following 
expression:

K n d 2 f  L  ^
B  +  2 K A B  =  B  +  -

2 h
----- 1
A

(5)

By substituting instead of К  In expression (5) 
value N  from (1), we shall receive a dimensional 
breadth Д  of the control device:

n d 2 f  L
Д, =  В 1 +

4 A h { A
(6)

Height H  package of the аихШагу payment (3) 
is determined by following expression:

TT Ar, Bh
H  = N h = ----  (7)

2 A
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Conclusions
1. The construction of the circumscribed

universal contact device with a pitch of 1.25 
mm has high reliability, adaptability to 
manufacture of manufacturing and
maintainability. There are no mobile 
soldered junctions in it and the denseness of 
the soldering in some times is lower than in 
control devices, now in use in production.

2. Obtained in the work the settlement
expressions allow to calculate at a stage of

designing all necessary sizes of elements of 
the contact device, with specific basie data 
B ,L ,A , defining parameters of the 
inspected payment.

3. The given device was used in creation of a 
system of recognition of electronic blocks 
with the erased marks of integrated chips 
and unknown topology of multilayer printed 
Circuit cards.
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Abstract

T h is  p a p e r  p r e s e n t s  a  n e w  a lg o r i th m  f o r  th e  a u t o m a t e d  s y n th e s i s  o f  p s e u d o - r a n d o m  t e s t  p a t t e r n s  

g e n e r a t o r s  f o r  B u i l t - ln  S e l f  T e s t  s c h e m e s  w i th  a  m i x e d  t e s t  m o d ę .  T h e  e x p e r im e n tc t l  r e s u l l s  s h o w  a n  

o p p o r t u n i t y  o f  u s in g  th e  g i v e n  m e t h o d  o n  a  d e s ig n  s t a g e  o f  c i r c u i t s  p r o d u c in g .  I n  th i s  p a p e r  i t  is  

s h o w n  th a t  a n  a p p r o p r i a t e  s e l e c t i o n  o f  t e s t  p a t t e r n  g e n e r a t o r  c a n  s i g n i f i c a n t l y  r e d u c e  th e  h a r d w a r e  

r e ą u i r e m e n t s  o f  d e t e r m in i s t i c  p a r t .

1. Introduction
U sing the B u ilt-ln  S e lf  T est schem es is one o f  major 
inethods fo r  reliable functioning o f  circuits. The  
efficiency o f  B uilt-ln  S e lf  T est is estim ated by 
duration o f  the test and hardware overhead for a 
test schem e realization.

N ow adays m ost approaches to diagnosing circuits 
based on exhaustive testing, pseudorandom  testing, 
w eighed  random  testing, hardware pattem s 
generators o f  determ inistic tests and m ixed-m ode  
test pattem  generation frequently are used [1-4]. 
Practically in all nam ed m ethods w ide application  
finds the L inear Feedback Shift R egister (L F SR ) as 
the generator o f  pseudo-random  test pattem s. L F SR  
has sim ple structure w hich  requier sm ali area 
overhead, and its can also be used as output 
response analyzer thereby serving a dual purpose.

U nfortunatcly, the m ajority o f  the com binational 
circuits contain random  pattem  resistant faults. In 
such cases fo r  achievem ent a m axim al fault 
coverage both pseudo-random  and determ inistic  
pattem s are used. [5-7].

In paper[3] a schem e for B u ilt-ln  T est w ith  
m ultiple-polynom ial L F S R  is offered. The presence  
o f  the m echanism  fo r  choice  necessary polynom ial 
fo r  realization o f  the generator o f  pseudo-random  
pattem s allow s considerably im p iw e  fault 
overliead in com parison w ith  use traditional L FSR  
as the generator. H ow ever, the m anagem ent o f  a 
choice o f  a particular polynom ial requires in this 
case additional hardware expenses.

In article [8 | the m ethod o f  updating generated  
pseudo-random  test pattem s is offered  w ith the 
purpose o f  inerease a fault coverage. T his way

requires the additional analysis o f  a test generator 
work, and also  additional hardware expenses for  
realization  a m odifying logie.

T he m ost e ffective  decision  o f  the problem  
represents a m ethod consisting in updating o f  an 
initial pseudo-random  test pattem s, offered in w ork  
[1]. T he g iven  m ethod uses a condition o f  the test 
generator as entrance value fo r  the logie function  
w hich m odify spccifled  bits o f  pseudo-random  test 
pattem s, that a llow s to receive the necessary  
determ inistic test cube.

T he basie lack  o f  known m ethods [1 - 4] is the 
inerease o f  hardware expenses at realization o f  the 
generator o f  test pattem s, that in som e cases is 
inadm issible fo r  B IS T  schem es.

2.Technique of BIST, based on change of 
generated pseudo-random test 
patterns

Is show n, that w ith using L F SR  as a test generator 
fo r  pseudo-random  pattem s the majority o f  
generated sequences are useless for  faults detection  
in the com binational Circuit [8] . A t the sam e tim e, 
the detection o f  speciflc  fault o f  circuits frequently is 
possib le on ly w ith  the determ inistic test cubes, 
w h ich  are sp ec ified  depending on the tested Circuit 
[1]. A s a rule, in pseudo-random  test pattem  number 
o f  bits requiring change is not large in com parison  
w ith  com m on length o f  a test cube. In table 1 the 
statistical data on expected  am ount o f  bits in a 
pseudo-random  pattem s are g iven , w hich change is 
necessary for  reception o f  the determ inistic test 
cubes, depending on length o f  the test and amount 
o f  spccifled  bits [1]. F o rcx a m p le , w ith length o f  the 
test in 10000 pattem s and w ith total specified  bit 
equal 4 0 , is necessary to change 7 .83  bits in an
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initial pseudo-random  test pattem s, that w ill a llow  and, accondingly to ensure required fault coverage o f
to generate the necessary detem iin istic test cubes tested circuits.

T a b le  1
E xp ected  n u m b er  o f  b its to  b e  ch a n g ed

Num ber o f  pattem s N um ber o f  specified  bits

10 20 30 40 50 60 70
1000 0.02 2 .7 8 6 .09 9 .54 13 .3 2 17 .17 21.11
10000 0.00 1.79 4 .66 7 .83 11 .39 15.03 1 8 .7 4
100000 0.00 0 .9 0 3 .53 6 .5 0 9 .6 5 13 .19 16 .64
1000000 0.00 o.os 2 .5 4 5.21 8 .29 11 .52 14 .89

The given  data are subm itted  in  w ork  [1], in w hich  
the effective  inethod o f  the polinom ial analysis is 
offered. The m ethod allow s to synthesize an  
additional log ie  function  for  updating o f  genenited  
pseudo-random  test pattem s fo r  receiving necessary  
deterministic test cubes.

M orę attractive then know n m ethods o f  m aldng an 
additional log ie  fo r  both generating pseudo-random  
and determ inistic pattem s is m ethod o f  the analysis  
o f  prim itive polinom ial, a llow in g  to prove a 
presence o f  the determ inistic test cubes in all 
am ount o f  generated pseudo-random  pattem s, and  
also , when such  generation is im possibal to find a 
prim itive polinom ial w hich  can  generate needed  
determ inistic test cubes. Such  analysis o f  the 
generator is possib le, because the quantity o f  
prim itive polinom ials o f  a large va lue o f  degree is 
rather great and is defined as L  =  O (2 m  - 1) /m , 
where O - E yler function.

Thus, definition o f  presence o f  the needed test cubes 
w ith the sp ec ified  bits in all am ount o f  generated  
test pattem s, and a lso , i f  necessary, find satisfy ing  to  
the certain requirem ents prim itive p o linom ial, is a 
solution o f  a problem  o f  m axim al fault coverage.

In the article the m ethod o f  the prim itive polinom ial 
analysis for  generator o f  pseudo-random  test pattem  
is presented. T he m ethod a llow s to define an  
opportunity to generate o f  determ inistic test pattem s 
in all set o f  pseudo-random  test cubes.. D escribed  
method is possib le to use for circuits on B IST  
schem e design  stage . T he advantage o f  the offered  
method consists in absence o f  additional hardware 
overhead fo r  generation o f  the determ inistic test 
cubes.

3. Algorithm of the analysis polinomial 
for the test generator

The initial data fo r  search o f  start conditions o f  the 
test generator ensuring presence o f  determ inistic  
test patem s in ad test cubes o f  generated pseudo- 
random test pattem s is prim itive polinom ial ф (x) , 
length o f  a scan  chain  and se t o f  the determ inistic  
test pattem s w ith  specified  bits.

T he algorithm  o f  the analysis fo r  the test generator
contains o f  the fo llow in g  stages.

1. T he test generator provides producing 
periodically pseudo-random  test pattem s. In a 
consequence it, fo r  each bits o f  a scan chain is 
possib le to put in conform ity both bits o f  
pseudo-random  pattem s and bits o f  the 
determ inistic test cubes.

2. On the basis o f  the analysis w hich  has been  
madę on  a step  1, system s o f  equations for each  
determ inistic test pattem s are m adę. T he given  
system s include equations fo r  each specified  bits 
o f  test pattem s. T he num ber o f  system s is 
defined by num ber o f  the determ inistic pattem s, 
and the num ber o f  the equations in each  
system s is defined by num ber o f  specified  bits in 
the appropriate test cube.

3. Find prim itive polinom ial fo r  generator o f  test 
pattem s received  by decim ation o f  an initial 
pseudo-random  sequence. Index o f  decim ation  
shou ld  have a condition  o f  m utual sim plicity  
w ith a period o f  the test generator and the 
length o f  the scan  chain.

4. Each b it o f  an initial sequence is put in 
conform ity w ith  b it o f  decim ation sequence. In 
v iew  o f  the received relations transform  system s 
o f  equations received on a step  2 to system s for  
decim ation sequence.

5. C alculate the coefficien ts for  rcception o f  the 
shifted copies o f  a M -sequence for  shift value  
equal to  numbers o f  bits o f  decim ation test 
sequence rather w hich  the system s o f  the 
equations on a step  4  are m adę.

6. T he system s o f  the equations, received on a step  
4 , are transform ed o f  rather start condition o f  
the test generator. C oeffic ien ts in  the equations 
are the appropriate value o f  coefficients for the 
sh ifted  copies o f  the M -scquence.

7. S o lve the system s o f  equations received on a 
step 6. The decisions o f  the system s o f
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equations are condition  o f  the test generator in 
different steps o f  its work. It m eans, that they  
should  d iffer  from  each other. T he sam e  
decision  o f  the System s w ill m ean im possib ility  
to generate needed determ inistic test cubes. 
H ow ever, in  practice the situation , w hen one 
determ inistic sequence w ill include all sp ecified  
bits o f  other pattem s, w ill not take place. The 
given fact a llow s do not m ake the analysis o f  
the decisions o f  the System s o f  equations.

8. I f thcre is not decision  o f  any system  other  
prim itive polinom ial should  be taken w ith  
equivalent or greater degree and m ake its 
analysis sińce a step  3  .

A s it is e lear  from  the algorithm , m ost w ork  
expenses and in a greater degree effic ien cy  o f  the 
offered analysis is the step  connected to evaluate o f  
coefficients for  evaluating o f  a shifted  M -sequence. 
In the fo llo w in g  unit the high sp eed  alghoritm  o f  
getting coefllc ien ts o f  the sh ifted  copies o f  a M - 
sequence is described.

4. Calculating of coefficients for getting 
the shifted copies of M-sequences

A s w as show n above, for  the analysis o f  prim itive 
polinom ial o f  the test generator ensuring presence o f  
determ inistic test pattem s in all s e t  o f  generated  
pseudo-random  cubes, it is necessary to evaluate 
coefficients for  form ation o f  the shifted copies o f  M - 
sequences.

There are m any m ethods o f  the decision  the problem  
distinguished on the e ffic ien cy  [9]. T he h ighest 
speed  characterizes a m ethod using the analytical 
analysis o f  test generator work.

T he functioning o f  the generator o f  test sequences 
can be described as fo llow s:m
(1) m (k+1) = Z® o, *a,(k);

1=1

(2) a,(k+l) = an (k );i = 2 ,m ;k ^ 0 ,  1 ,2 ,. . . ,
w here aj(k) e {0,1} -  value o f  register bits on a k- 
step  o f  work; m  =  deg ф (х) and <p(x) =  1 ©  ос^ х1®  
а 2* х 2®  a 3*x3®  .. .Ф  a m* x m.

U sing property o f  sh ift and addition o f  a M - 
scquence, it is possib le  to write dow n expression  for  
definition o f  a M -sequence va lue sh ifted  on any 
number o f  steps:

Ш

(3) a, (k+u) = Z® Si (u) * a i(k ) ; k = 0 ,1 , 2 , . . .
i=l

W here u - value o f  shift; 5 | (u) 6 {0 , 1}- coefficients 
determ ining using o f  va lu e  an i-b it o f  the sh ift 
register fo r  form ation an elem ent o f  a sh ifted  M - 
sequence. From  the point o f  v iew  o f  realization the

coefficient 5  j (u) set a connection topology o f  the 
bits o f  the sh ift register w ith additional X O R  
elem ents, on w hich output the shifted  sequence is 
formed.

T he m ethod o f  defin ition  coefficien ts 5  j (u) consists 
in definition o f  required value by the decision  o f  
som e logie equations, w hich mem bers are § i (h) and 
5  j (s), w here h +  s =  u. Let's assum e, that the 
coefficients 8 j (h) and S i (u ), allow ing to receive M- 
sequence sh ifted  on h and s step s, are known. Then  
according to (3 ) it is possib le to write down

tn
(4) a, (k+h) = Z ® 8„(h )*n .(k )

11=1

A n d
m

(5) a ,(k+s) = I * 8 r ( i )* a r (k)
r=l

From  (4 ) the valid ity o f  the next equality follow s:

m
(6) a, (k+h+s) -  Z® 8 „ (h) * a„ (k + s)

i=l

W here a„ (k  +  s) w ith  the (5 ) is defined
m

(7) a,(k+s) = I® 8 |1( s ) * a p( k ) ,  n - 1 ;
p=l

m - ( n - l )  n -1
a((k+s) = Z® 8 r (s) * a , ) ( k )  Ф 

r=l
n - 1  ____

® (s) * a „ (k -q ) ,  n = 2,m
q = l

W ith the (1 ) and (2 ) elem ents a „  (k  - q) can be 
subm itted as fo llow s:

m - q q - 1
(8) a m(k -q )  = a ,(k )®  I * a .  * a ,* c(k)®  Z ® a m_ ,łd (s) *

c = l d = 1
*a„,(k-q), q =  l ,m - 1.

For reception expression  (8) the fact, that fo r  anyone 
m  and prim itive polinom ial <p(x) value o f  coefficient 
а„,= 1 w as used.
A s a result o f  substitution  o f  m eanings a m( k -  1), a 
m( k -  2) , . . . ,  a m( k -  q + l )  in (8) is receivcd

m
(9) a „ ( k - q ) =  1®р2, * a j(k ) ,

J = 1

W here Pj,qe  {0 , 1} is defined as:

(10) piq = 1, when j  = q = 1;

4-1 ____  ______
Pi, "  Z '  a m. u * р1ч.„, when j = 1, m -  1, q = j+  1, in -  1; 

u = 1

P i,=<xj_ ,whenj = 2, m, q = l;

4=1
Pm = a j - ,  ® Z* a . . ,  * pj,łu, whenj= 1, m , q = 2, j -  1; 

u = 1
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q-i _____
Pi, = 1 Ф I® a m.„ * Р ^ „ , when j = q = 2, m - 1 .  

u = l

Consistently by substituting expression for  a m (k-q) 
from  (9) in (7 ) and a m (k+s) from  (7 ) in (6) w e shall 
receive

j
(11) 5j (h + s) = E® 8, (h) * 5jłi.v (s) Ф

v  =  1
m -  1 n i

® I® Pi, I®Sc(h) • ó „ ł»|H>(s), j = l , m  
q= 1 c = q + 1

The expression  (1 1 ) show s an opportunity o f  
definition o f  coefficien ts 5 ; (h + s) on se t o f  m eanings 
5 i (h) and 5  i (h). Thus the given procedurę is purely 
analytical.
With h = s and even j the first sum in expression
(11) is equal to zero, when j is odd the first sum is
5q+|)/2. In the case  the ratio 5V (h) * Sj+i.v (h) ®  5V 
(h) * 6jt|.v (h ) =  0 w as taken.

W ith even m  the system  o f  the equations for§j (2h ), 
including 5j (2), is:

m /2

(12) 5j(2li) =>8(tn)/j (h) © E® Pi2n-i (h) -8_, . ( h ) ,  j= 2 k -  1;
n =  1

m/2 ___
5j(2h) -  E® Pij-, (h) *5^ , . . ( 11) , j =2k, k = l ,  2.......i = l ,m

n -  1
For odd m we have:

(m-l)/2
(13) Sj(2h) = 5ц.|у1 (h) © E® Pj,2„ (h )* 8 ,„ , r t . . ( h ) ,  j = 2 k - l  ;

ii= 1

(m-1)/2 __
5j(2h) = E® Pj,2n(h) (h) , j= 2 k ,  k = I , 2 ........ i = l , m

n = 1

Lefs notę, that 6 j(l) * aj, where ajefO, 1}- 
coefficients of primitive polinomial of initial M - 
sequence. Thus, on a basis (12) and (13), using 
meanings of coefficients 5 j(l) easily to calculate § 
j(l), further 5 j(l) and so on. If it is necessary to 
receive а сору of a M-sequence shifted on u * 2k of 
takts (k = 1, 2, 3, ...), in the beginning it is 
expedient to take advantage of expression (12) or
(13), as having smaller computing complexity, and 
then to apply (11).

5.Example of the analysis a primitive 
polinomial of a test generator

The generator is given by polinomial ф(х) = 1 ® x® 
x3, length of a scan chain is equa) to 5, the 
deterministic test patterns have the following kind:
l.{llxxx};2.{0xxlx};3. {11x01}.
The schema of the test generator and a scan chain 
is given in a fig. 1.

- 0 « -

-♦01 1-21-------- ----------

Fig. 1 The test generator and a scan chain used in the example

Step l.A cco rd in g  to the initial data, condition o f  a 
scan chain will  be the fo llow ing: l . { a 4 a 3 a 2a i a 0 
} ;  2 .{a  2 a t a 0 a 6 a 5} ;  3. {a 0 a 6 a 5 a 4 a 3 } ;  4. {a  
5a 4a 3 a 2 a i } ; 5. {a 3 a 2 a ] a 0 a 6 };  6. { a i  a 0a 6 
я s ^ 4 } i  7. { a 6 a 5a 4a 3a 2 }.
Starting from  various start condition, w e shall 
receive identical patterns from  seven  test cubes. The 
choice o f  an in itial condition  w ill define only order 
o f  fo llow ing o f  a test sequence in a set.

Step  2 .For each determ inistic patterns, being based  
on a condition o f  a scan  chain, it is possib le  to write  
down the fo llow in g  equality:
1 .  {1 l x x x }  . a  (4 + k*S)  mod 7 “ 1 ,  H (3 + к * 5) Diod 7 “  1 1

2 .  { 0 x x l x }  : Я )4 +  j  *  5 j mod 7 — 0 )  О (1 * j * 5) Diod 7 — 1 5

3. {1 1 x 0 1 }: a (4 + j*5)D„>d7 =  1; a (3 + j . 5)m(>d7 = 1 ;
O (1 +  j * 5) niod 7 0 ;  a  (o r  j *  5) mod 7 —  1 •

W hcre i *  j *  к e {0 , 1, 2 , . . . ,  6}.

Step 3.Let's exam ine a sequence received by 
decim ation an initial sequence w ith decim ation

co effic ien t equal to length o f  a scan  chain, in the 
case equal to  5: b  i =  a 5 . j 1110d7. Prim itive polinom ial 
fo r  decim ation sequence has a kind: ф (х) =  1 ®  
x2®  x3.

Step 4. b ; - a 5 . j mod7 => b o “  a o , b 1 =  a 5 , b 2 =  a 3 
, b 3 =  a ] , b 4= a 6 , b 5= a 4 , b 6= a 2 .
T he accordingly equality concerning a M -sequence  
received by decim ation, w ill accept a kind:
1 .  { 1 1 X X X } ■ Ь  (5 + k) mod 7 ~ l > b ( 2 + k )  mod 7 1 1

2 .  { 0 Х Х 1 Х }  • Ь  (5 +  j) mod 7 “ " 0 , b (3  +  j )  niod 7 l l

3 . {1 1 x 0 1 } • Ь  (5 + j) mod 7 " " l , b ( 2 +j j  mod 7 — 1 ■

0  (3 +  j) mod 7 ~ * 0 , b (0  +  j }  mod 7 1 •

Let's rewrite these equalities in v iew  that any bit o f  
a M -sequence can be received  from  an initial 
condition o f  the test generator by the coefficients o f  
form ation the sh ifted  copies.

S tep  5. The va lue o f  shifted coefficients o f  M- 
sequences fo r  polinom ial ф (х) =  1 Ф * xJ ®  *x3 for  
the appropriate m eanings o f  sh ift have the fo llow ing
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meanings: 1.8 (0) = {1, 0, 0}; 2. 8 (2) = {1,1, 0}; 
3 . 8 ( 3 ) =  { 1 , 1 . 1 } ;  4. 8 (5) =  { 0 , 0 , 1 } .
S tep  6 and 7. N ow  it is possib le to  сору eąuality for  
specifióa bits o f  a M -sequence o f  rather initial State 
o f  the generator:

0 * b 0 +  0 * b , +  1 * b 2 =  1
1 * b 0 +  1 * b ,  +  0 * b 2 =  1 =>

b0 = 0, b] = 1, b2 = 1 
bo+j = 1» bi+j = 0, b2+j = 1

0 * b 0+k +  0 * b 1+k+ l  * b 2+k =  o 
1 * b 0+k +  1 * b 1+k+ l  * b 2+k =  1 => k * 0

bo+k = 0, bi+k = 1, b2+k = 0 
bo+k = U bi+k = 0, b2+k = 0

0 * b ^ j +  o *  b 1+j+ l  * b 2+j =  1
1 * botj +  1 * bi+j +  0 * b 2+j =  1 
1 * bo+j +  1 * b 1+j+  1 * b 2+j =  0
0 * b 0+j +  0 * b 1+i+  1 * b 2+j=  1 => j к s* 0

bo+j -  0, b i +j 1, b 2+j 1 
bo+j =  1, bi+j =  0, b 2+j =  1

Step 8.T hus, all three system s have decisions. It 
m eans, that a ll needed determ inistic test cubes can  
be generated. T he concurrence o f  the decisions o f  
the first and third system  is a consequence that the 
flrst detem iined tes t pattem s com pletely  becom es 
covered by the third pattem s, as w as em phasized  
above, the probability o f  occurrence o f  such  situation  
is sm ali.

F or exam ple, i f  w e  shall take the decision  o f  the first 
system  as the start condition  o f  the test generator, b 0 
=  0, b i =  1, b 2 =  l ,  = > a 0 =  b o , a i  =  b 3 , a 2= b 6 
= > a o = 0 , a i  =  0 , a 2= l ,  accord ing  to the initial 
data, condition o f  a scan  chain  w ill be the 
follow ing:
1. 0 1 1 1 0 ; 2 .  1_1 0  0 1 ; 3 .  0 0  1 0 1; 4 . 1 0  1 1 1;
2. 5. ! _ 1 1 0  0 ; 6 .  1 0  0 1 0 ; 7 . 0  1 0 1  1.
As it is e lear from  the exam ple needed determ inistic  
pattem s { l l x x x }  w ill be generated in the fifth  case , 
the pattem s { 0x x l x }  w ill be generated in first and 
in the seventh ca ses , and the pattem s { 11x01} in the 
second case.

6. Experimental results
The offered m ethod o f  the analysis o f  prim itive 
polinom ial o f  the test generator o f  pseudo-random  
pattem s w as taken for  a basis in realization o f  a 
softw are tools a llow in g  to find prim itive polim om ial 
, ensuring an opportunity o f  generation o f  the 
determ inistic test cubes. T he developed softw are  
realizes two basie m odes :
1. M odę o f  the analysis g iven  prim itive polinom ial

for an opportunity of generation of the needed 
deterministic test pattems with specified bits.

2. Modę of search optimum primitive polinomial 
cp(x) with the minimal major degree m and 
minimal number of unzero factors a;, ensuring 
of generation of the needed deterministic test 
cubes.

In table 2 data from work [4] are given about the 
deterministic test pattems necessary for achievement 
of the maximal fault coverage of the Circuit. For 
example, the generator of pseudo-random test 
pattems is applied to the Circuit s838 with a scan 
chain of length n = 66 bits on the basis of primitive 
polinomial of a degree m = 14. For achievement of 
the maximal fault coverage N = 159 deterministic 
test cubes with total specified bit equal S =4415 are 
generated, and the maximal number of specified bit 
in one set is equal s ^  = 36.

From tabel 2 follows, that quantity of specified bit in 
the deterministic test cubes makes an insignifreant 
part in relation to common length of a scan chain. 
Experiments were madę and established dependence 
between given deterministic pattems and number of 
specified bits in the pattems and ability of 
generating needed test cubes. The results of a 
various degree of polinomial are shown on fig.2. 
Length of a scan chain was 17 bits. The sets from N 
= 100 deterministic test cubes with random allocated 
specified bits equial s were used. The data given for 
polinomials with power m = 14 and m = 17.

On the basis that relative amount of specified bits in 
the deterministic pattrens insignificant (see tabel 2) 
given experimental data prove high efficiency of 
using this method of analysis for maintenance of 
the given maximal fault coverage of circuits.

7. Conclusion
In the article the new method of analysis of 
primitive polinomial for a test generator for BIST is 
presented. The method is allowing to define 
presence of the needed deterministic test pattems in 
all set of generated pseudo-random test cubes, and 
also, with impossibility of generation of the such 
cubes to And primitive polinomial, ensuring 
generation of needed deterministic pattems.

The analys of the experimental data, received with 
the developed software tools, allows to consider the 
offered method of the polynomial analysis as the 
method ensuring required fault coverage without 
inerease hardware overhead by generation of 
deterministic test pattems, that is obvious advantage 
on compare with used nowadays methods of self- 
testing.
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Table 2
Deterministic test patterns

Circuit N m N S m̂ai
s641 54 14 8 167 22
s838 66 14 159 4415 36
s953 45 14 9 123 14
s5378 214 14 33 532 23

N N

Fig. 2 The ability of generation deterministic patterns by polinomials with different power
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Abstract

Photoluminescence (PL) and reflection exci- 
tonic spectra o f GaN single layer grown on 
sapphire substrate by MOVPE were modeled 
with aim to estimate a basie parameters o f free 
A- and B- excitons. The calculations were 
performed in the frame o f two-oscillator model 
for dielectric function e(E). Three layered 
model o f crystal was used for fitting o f reflec­
tion spectrum which was measured at T=80K. 
In this way the dead layer thickness d — 6 nm, 
resonance energies EA= 3.4916 eV and Ев = 
3.5008 eV as well as the broadening parame­
ters ГА = 5.27 meV and Гв = 7.14 meV o f the 
free excitons were obtained. These parameters 
were used then for fitting o f PL spectra in as- 
sumption o f the thermal eąuilibrium for exci- 
tons taking into account the self-absorption o f 
resonance emission. The \alues o f diffusion 
coefficients DA =0.3 cm2/s, DB = 0.1 cm2/s and 
exciton lifetimes ta = 37 ps, vB = 17 ps were 
estimated.

1. Introduction

GaN and related nitrides have at- 
tracted strong interest for application such as 
blue-UV light emitting diodes, blue-UV laser 
diodes, video displays, fuli color TV systems, 
high - density optical memory systems for 
Computer networks. The technological devel- 
opment of GaN based optoelectronic devices 
makes the investigation of the properties of an 
excitonic States of great practical importance. 
Fundamentally the analysis of the linę shape of 
free exciton reflection and PL spectra can pro- 
vide a way for determination of energetic 
structure of semiconductors and estimation of 
basie parameters of radiative recombination 
processes. However it meets with a serious 
difficulties practically because of both ob- 
served PL and reflection spectra are usually 
transformed to a variable degree. It is well 
known that resonance reflectance in region of 
exciton transitions is very sensitive to state of 
the surface of the crystal. Various treatments of 
crystals (illumination, etching, electron and ion
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bombardment, field effect, temperaturę varia- 
tion, ets.) may alter radically the exciton linę 
shape. The phenomena has been interpreted 
initially in terms of free exciton layer (FEL) 
model which was introduced to account for the 
exciton repulsion from surface arising ffom the 
image potential [1]. The interference between 
light waves reflected at the outer and inner 
boundaries of the layer proved to have a im- 
portant role on the reflectivity spectra. We 
used FEL model in present work to obtain 
theoretical reflectance curve for comparison 
with experiment.

It is not such widely known , that the 
FEL approach can be applied also to solution 
of the opposite problem: description of exci- 
tonic emission tirom crystal under photogen- 
eration [2]. The experimentally observed PL 
lineshape in resonance region of free excitons 
is deteirnined greatly by transmission coeffi- 
cient of light originating from crystal vo!ume 
[3,4]. Solving of this problem can be very use- 
ful for interpretation not only excitonic PL 
spectra but also absorption spectra as well as 
spectra of Raman and Brillouin scattering [5]. 
In present work we calculated the transmission 
coefficient in terms of the PL light interference 
at the FEL boundaries. Self-absorption of reso­
nance radiation was also taken into account. 
The results of calculations was used then for 
fitting of PL spectra of the free A- and B- ex- 
citons in the GaN epitaxial layer.

2. Growth and experimental 
procedurę

The 2 pm thick undoped single GaN 
layer was grown on c-plane sapphire substrate 
by MOVPE in an AIXTRON reactor. The 
layer shows n-type conductivity with a free 
electron concentration 5-1017 cm'3.

Photoluminescence was excited using 
He-Cd laser with Xexc * 325 nm. The excitation 
intensity IejiC was 0.5 W/cm2. The PL and re- 
flection spectra were registered using a dif- 
fraction monochromator and a photomultiplier 
and then re-calculated to include the spectral 
sensitivity distribution of the monochromator - 
photomultiplier system. The spectral resolution 
was less than 0.3 meV (20-80K) and <1 meV 
above 80K.

3. Theoretical calculations

3.1. Reflection spectra
Optical properties of a medium with 

complex refractive index ń = n  — iK  are 
determined in investigated spectral region by

an excitonic oscillators with following 
parameters: resonance frequency co0 (or energy 
E0), the broadening (or decay) parameter Г, the 
exciton polarizability Ana, the background 
dielectric constant eb [5 ].

We assume a model of two coupled 
oscillators for the dielectric function near A 
and В free exciton transition energies:

Ś  (CO) = Sb
4 ™ a<»oa

-co 2 -  ico Г,
Л ] к 't 4 жавсоов 

cole -co 2 -icoTB
w here in d ex es  A and В corresp on d  to  the A 
and В ex c ito n  States re sp ectiv e ly .

To calculate the reflection spectra 
R(co) taking into account the interference in 
FEL we used the methods described in [1] and 
corresponding formulas:

R(co)=r (co) ■ r '(co),

with

r(co) = rn +г2Ъ(со)еъ@
\ + гп г2Ъ(со)еш  ’

(2)

® = 2 r n łU m,
where Ят is the light wavelength within the 
medium, d is the FEL thickness, and

r.: =(l - V̂ )/(1 + ^ );
Г7Ъ(o) = (JiTb -n(co))/{^£b 4-n(co)}, 

fi =  V e(a>).

The complicating factors such as the 
possible inhomogeneous broadening, the 
freąuency dependence of Г, the temperaturę 
dependence of polarizability and background 
dielectric constant, as well as the anisotropy of 
Et,, were neglected, because the inaccuracy 
caused by these factors is smali [6].

3.2. Luminescence spectra
The evaluation of excitation levels, 

used in our experiments, shows that at created 
concentration of carries about 1012 cm'3 at 

W/cm2 estimated by generation ratę, 
any degeneracy does not take place. Thus, the 
radiation linę shape is described in steady-state 
case in one-coordinate approximation by the 
following eąuation [7]:

IPL(co) = p (co )(\-R ’(co))
to (3)

x J«eiW exp(-^(ry)x)o !x,
o
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where h is the epilayer thickness, p(co) is the 
probability per unit time of emitting a photon 
with the freąuency co by exciton annihilation, 
R  '(ty) is the reflectivity of light with the

parameter a  decreased in 0.68 times (the 
golden mean), which allowed to adjust the 
absolute values of Y in given spectral region 
after fitting the shape of the curve.

freąuency CO incident on the surface from the 
epi-layer, k{co) is the absorption coefficient 
of GaN, nex(x) is the excitonic concentration. 
The probability of exciton-photon transition 
p(co) was calculated as the probability of the 
process reciprocal to the absorption of photons 
[ 8] .

Under the conditions of ąuasi- 
eąuilibrium between the ffee carrier gas and 
excitons, the value of nex(x) can be obtained 
[7]:

ncx ( X )  =
/ kr-  exc' ’ '

- к 2 - 1

A,
1

L

exp[ J - e x p ( - kx)

D.

( 4 )

where S is the surface recombination ratę, к  is 
the absorption coefficient on the pump 
wavelength, T is the total life time of exciton, 
Dex and L are diffusion coefficient and the 
diffusion length of the exciton respectively.

3.3. Fitting procedurę
The optimizing of parameters was 

carried out by the coordinate-wise descent 
method [9] with parabolic interpolation. The 
function

/ r = Ź ( y«kł w * r . .P, w |
7 =  1

+ / 'Z
/=1

Ycalc. И  -  ^e xp , И
V  (5)

Aco

4. Results and discussion

The major difficulty ffom standpoint 
of quantitative analysis of ffee excitons line- 
shape of GaN epilayers is the overlapping of 
PL lines which is observed generally over all 
temperaturę region. The PL spectra at Iow 
temperaturę (Figi.a) exhibit a Iow intensity PL 
band A„=i (3.4946 eV) attributed to the ffee 
exciton annihilation and a linę I2 bound to the 
neutral donors , which in reality includes the 
set of at least three overlapped lines [10].

3,45 3,46 3,47 3,48 3,49 3,50 3,51

where N is the number of the experimental 
points, Yexp j and Yca)c j are experimental and 
calculated values of the reflectance or the PL 
intensity, respectively, P is the weight 
parameter of the curve shape, was used as an 
"aim function". The first term in (5) 
characterizes the fitting of absolute values of 
the reflectivity or the PL intensity, the second 
one represents the ratę of their changes, i.e. the 
curve shape.

At initial stage of optimization the 
curve shape had the greater weight (the greater 
P parameter), then, after each 25 iterations, the

Energy  (eV)

Fig. 1. PL spectra of GaN epitaxial layer in the 
exciton region.

The dominance of bound exciton band 
in observed PL spectra together with Iow inten­
sity of A„_-, lines gives no way to reliable 
analysis of ffee exciton lineshape. Fortunately 
an increase of temperaturę leads to an efficient 
ąuenching of the bound exciton linę due to of 
smali activation energy (Fig.l). The I2 band 
disappear gradually from the spectrum above
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60-80К. Therefore to avoid problems with 
overlapping of luminescence lines we used for 
analysis the PL spectra measured at T=80K. At 
this temperaturę, lines related to the annihila- 
tion of the ffee exciton States become domi- 
nating in the PL spectra (Fig.2,a).

parameter must be greater than the ГС1 at fixed 
temperaturę.

Calculation of Гсг was performed 
using formula [11]:

3,46 3,48 3,50 3,52 3,485 3,490 3,495 3,500 3,505

Energy (eV) Energy (eV)

Fig.2. Experimental (solid curves) and calculated (dashed curves) PL (a) and reflection (b) spectra of 
a GaN sample for T=80K.

An additional reason for our choice 
was an assumption that the spatial dispersion 
(SD) effect can be eliminated from considera- 
tion at this temperaturę. Including of the SD 
effect (it means a dependence of dielectric
function в(ю) on wave vector к  ) leads to 
substitution of the additional term
tik t  M *  (where M* is the effective mass of 
exciton) in to denominator of equation (1). 
Though the energy position of the exciton 
resonance E0 does not depend on whether we 
include or neglect the SD effect in the calcula- 
tions [2], the last substitution results in a seri- 
ous complication of computation procedurę.

The temperaturę region where the SD 
effect should be taken into account, can be 
estimated by calculation of the critical broad- 
ening parameter Гсг. The transition to classical 
dispersion model is marked by the beginning of 
the strong temperaturę broadening of the 
exciton absorption band (or, what is the same, 
of the Г parameter) [11]. It means that Г

Г а
j h d ) l s b A u

V 2 М 'с 1 '

where A LT — СО а
I 4 ка
1 + ---- - 1 is the

longitudinal-transversal splitting, and C0o — СОт 
was assumed. The calculation gives ГсгА-4.8 
meV and ГсгВ=6.8 meV for A- and B- exciton 
respectively, if we admit M* = 0.97m0 =
0.49567xl06 eV [13], 4лал=2.7х10'3 [14], 
47гав=3.1х10'3 [14] and eb=5.2 [14].

The fitting of experimental reflection 
spectrum was performed using the procedures 
described above to check the admissibility of 
neglecting of SD effect. The experimental and 
calculated reflection spectra are given in Fig.2 
demonstrating an excellent agreement among 
them. The next parameters of exciton transi- 
tions of epitaxial layer GaN were evaluated: 
Eoa= ha>oA =3-4912 eV,
ГА = 5.27 meV,
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fA = 0.0043,
Alta =9.1 meV (for An=i exciton);

Eon = 3.5008 eV,
Гв = 7.14 meV, 
fB =0.0049 ,
ALtb =1.0 meV (for Bn=i exciton); 
d = 6.1 nm.
The values of the oscillator strength fA and fB 
were calculated using the eąuation f  = a  / 0.2 
[15].

The values of broadening parameter 
obtained ffom the "best fitting" of the 
experimental reflection spectra exceed the cor- 
responding critical ones. Thus, we can con- 
clude that SD effect does not play an important 
role at indicated temperaturę. The most 
probable cause of that is a possible 
inhomogeneous broadening of the excitonic 
lines.

Integrated absorption coefficient К of 
A- and B- ffee exciton absorption bands was 
also estimated using the obtained values of the 
oscillator strength. In accordance with [16] the 
total integration intensity of the absorption 
peak can be expressed as following :

K= ^k(E)dE  = 110-106 /
n Q 0

where Q0 -is the volume of GaN lattice celi (in
A 3), n is the refractive index.

Using of our data we evaluated inte­
grated absorption coefficient to be KA = 
4.459x103 eV/cm and KB = 4.149x103 eV/cm 
for A - and B- exciton bands respectively.

To calculate Ipl(£), the parameters 
Eo, Г and d obtained ffom results of the fitting 
of the experimental reflection spectra were 
used. The refiection coefficient of excitonic 
radiation falling on the surface ffom volume of 
theepilayer R'(a>) was calculated at fixing of 
these parameters. Formulas analogous to (2) 
was used, where Гц  is replaced by the 
complex reflectivity at inner piane of FEL r\ , 
and instead of Аз the real reflectivity at 
external surface of sample r23 is used. The ab­
sorption coefficient к(ш) was calculated as 
2<У Im £{co)
----------------- , where c is velocity of light.

Parameters Iexc = 1.6xl018 photonxcm'V, к = 
106 cm'3 and S=100 cm/s were used. The PL 
intensity calculations were performed sepa- 
rately for each exciton band and then results 
were summed. The simple Lorentz model was 
used for modeling of emission bands placing 
in Iow energy side ffom A-exciton peak posi-

tion. Only two ffee exciton parameters, namely 
the exciton diffusion coefficient and the 
exciton lifetime were varied during of fitting 
procedurę described above. The the 
experimental and calculated PL spectra are 
given in fig.2,a.

By fitting the experimental PL 
spectra, the exciton diffusion coefficient Dex
and the exciton lifetime т were estimated: D \

= 0.3 cm2/s, xA = 36 ps, D ^  = 0.1 cm2/s, tb = 
17 ps, giving the values of diffusion length LA 
= 0.033 pm and LB = 0.013 pm. As one can see 
the exciton lifetimes and values of diffusion 
length in our sample is very short, such that 
diffusion processes can be neglected. It should 
be noted that the value of T is confirmed by 
time-resolve experiments in the picosecond 
regime.

This work was carried out within the 
framework of the project BELARUS-INTAS - 
98-0995 “Recombination and compensation 
mechanisms in GaN epitaxial layers and struc- 
tures”.
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Abstract

A problem of finding optimal parameterized path in 
digraph is considered. A parameterized path is a path 
each arc of which is assigned a parameter fforn a given 
set. A superposition of recurrent-monotone functions 
is accepted as an objective fimction where one of the 
functions is defined by using max operation. A two- 
level decomposition scheme for solving an initial 
problem is proposed. Methods for solving the obtained 
after decomposition subproblems are developed.

1. Introduction

Problems of finding optimal paths often ansę in 
design and analysis of various networks. Shortest path 
problem is one of the most well-known such 
problems. A lot of papers is devoted to this problem 
(see, for instance, bibliography in [ 1,2]). Last decades 
formulations of these problems with complex 
objective functions are intensively studied. Sometimes 
such problems arise when reducing multicriteria 
problems to a problem with one so-called generalized 
criterion which is in fact a superposition of partial 
criteria. This paper focuses on a class of such 
problems.

In the section 2, the considered problem is 
formulated. In the section 3, a twolevel decomposition 
scheme for solving the initial problem is proposed. In 
the following sections, methods for solving 
subproblems obtained after decomposition are 
developed taking into account their features.

2. Statcment of the problem

Let G=(V,E) be a finite directed graph with 
distinguished vertices s and t without multiple arcs. 
Each arc (v,p) e E is assigned a set r vp and a vector-

function cvp(a) = (clp (a),c;p (a),Cyp (a)) where

a  6 r vp and c'vp(a ), r= 1,2,3, are non-negative real- 
valued functions.

A pair x=(w,y) is a parameterized path in graph 
G, if w=(i0, K , i | )  is a path in graph G and

l
Г = (Г1>К , Y i ) e Л »  = П r ,k_,ik ■

On a set X v of parameterized paths in graph G
from the vertex s to a vertex ve V, the following 
functions are defined:

/ ' ( * )  -  max{c^ л <п)11 i  к i  Ц .

An initial problem A is to fmd a parameterized 
path x* = (w*,y*) e X  = X , , which minimizes a

function g(x) = f \ x ) f \ x )  + f 3(x) .

3. Decomposition scheme

For solving the problem A, the following 
decomposition scheme can be used. It is a concrete 
definition of a generał scheme for solving similar class 
of problems [3, 4, 5].

Let us introduce a set YaR such that 
У сл{/\х)\х  e X * } * 0  

and
[min{// (x)|x e А} . т а х ^ О ) ! *  е ^ } ]э К  

where X* is a set of Solutions of the problem A, and a 
function g°(x,y)  = y - f 2(x) + f 3(x) which is defined 
on X*Y.
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Fig.l. Decomposition scheme for solving the initial problem A

At a lower level, for fixed value of parameter 
ye  Y we solve (possible approximate to a criterion
f ! (x)) local problems B'(y) of lexicographic 
minimization

i g°{x , y ) , f 1(x))-¥ Lex min, 

x e X(y)  = {* e X\ f \ x )  < y}
and at upper level, we solve problem B":

F ( y )  = g(* * (>')) -> min,
y e Y ,

where x*(y) is an obtained solution of the problem
B'(y),

Solution x*(yj-tw,y) can be "improved" after 
solving an auxiliary problem C(w): 

g((w,y))^> min, 
yeF
Diagram of this procedurę is shown in Fig. 1. 
Proposition 1. If у is a s-approximate solution of 

the problem B", then x*(y) is a e-approximate solution 
ofthe problem A.

lt should be noted that if sets Fvp are fmite for

all (v,p)eE, then the problem A is polynomially (with 
regard to dimensions of graph G) solvable.

4. Solving the problem В

For solving the problem B" we propose to use the 
following modification of “branch and bound method” 
which takes into account non-unimodality of function 
F(y) on Y.

To a current step of an algorithm, a value y° and a 
current record F° =F(y°) of function F(y) on Y are 
known as well as from the initial set Y a set Y° is
extracted such that min{F(y)|y eY °  U{y0}} -  F* < 
e where F’’l‘=min{F(y)|y eT} and e is a required 
accuracy (with regard to objective function) for 
solution of problem A. The set Y° is divided into 
subsets Yt contained in disjoint intervals (y~ ,y't ).

At the current step, a value y ’ is chosen in a set 
Y. for which problem B'(y') is solved and

parameterized path x*(y)=(w*(y),y*(y))  is found. 
The problem C(w) for w~w*(y)  is solved (if

211



necessary). It results in correction of values y° and F°, 
replacing the set Y' by its subsets

= {уеУ . |у < у '}  and Yi2 = {y e T . | y > / }  .

After that for each subset Y, of Y°, a value z, is 
defined in such a way that either F(y)>F°-s for 
z, < у  i  y f  or there exists y' < z, for which 

F(y)<F(y). Subset [z, ,y,+ ] is deleted from the set Yt .
A choice of next Yx can be performed using 

various heuristics which take into account such 
characteristics of sets Yt as bounds of function F(y) on

the set Yj, length of interval ( y j , y,+) and etc.
Since
m in{F(»|y e Y j , f ‘(x *00) > > 0  > 

min{g°(x,y)|y eł}}

then either a lower bound qt of g°(x , y)  is also a 

lower bound of F(y) on Yt or there exists z < y~ such 
that F(z) < minlFOOlT e Yj} . In the latter case, 
eliminating Yj from the set Y does not result in loss of 
solution to the problem B". It allows also to use q, as 
lower bound of F(y) on Yj.

In particular, we can consider

q, = m a x [g '-(y '-y 7 )ti,g 'y 7 ! У'+ ti U ~ y i  I y)]
where (3 f is an upper bound of function f~(x)  an<f 

pf is a lower boimd of function f 3(x) on the set 

{x e X t \yJ~ < f , ( x ) <y*}  . The eliminated set 

[Zj ,y~l ] can be defined as

z,- = min[y' -(g' -F0) / t i , y ' { g ' - F ° ) / ( g ' - t i ) \ .

It should be noted that if the bound pf is 
accessible then its use is preferable in comparison with

P i -

5. Solving the problem B'(y)

A generał scheme for solving the problem A 
requires to solve a sequence of problem B'(y) for some 
sequence {y, } of parameters ye  Y, which is generated
during solving the problem B". It results in a 
development of special methods for solving problems 
В'(У) which take into account their parametric 
properties. Methods proposed hereafter allow to use 
for solving the current problem B'(y) data which have

already been obtained during solving problems B'(y) 
for the nearest lesser and greater values to у from the 
sequence {y,}. Such approach is very effective if

calculation of functions crvp (o) is time consuming.

It is easy to see that for the problem B'(y) one 
may consider instead the graph G a graph G(y)=(V(y), 
E(y)) which is obtained from the graph G by
eliminating arcs (v,p)sE such that c[,p (a) > у  for all

a  e r vp and vertices that are not accessible from s

and counteraccessible from t.
Proposition 2. If z j , z 2 e{y,}, z t <z2 and

x k =aigmm{g°(x , zk )\x e X ( z k )}, k=l,2, then

i) f 2( X j ) Z f 2(x2) and f 3(x,)< f 3(x2);

ii) f 3(*i ) = f 2(x2) iff f \ x j )  = f 3(x2) ;
iii) if f 2{xj)  = f 2{x2) and for k=l,2, 

(g°(x , zk ) , f I (xk )) = 

Lexmm{(g°(x, zk ) , f I ( x ) ) \ xeX( z k )}, 

then f ‘(xI) = f 1(x2).
It allows us to use the earlier obtained data in the 

following way.
Let us consider collections
f f"  (У) = {hp (y)| p  e V(у)} of vectors 

h"p (y) = (hnp’' ( y ) , h f ( y ) , h n/ ( y ) ) , n=I,2,3

such that h" (у ) = (0,0,0) and for all pe  V(y)\{s} the 
following recurrent relationships are satisfied: 

hp (y) = arg lex min{(y • к2 + X3 ,)J  )|

(XJ,X2,X3) e Z np (y)}(  1)

moreover if A” (y) * hp (yp (y )), then there exists a 
parameterized path

X p ( H p ( y ) )  = ((v = i0 ,К ,//),(Y/.K ,y/))

such that A” (y) = A” (y”(y)) and for k-1 ..... /

Л ”  '  (У).  [ '  W ,  c '  (y  ; ) ) * * , ] ■ '  O j  0 »

r=2,3. Неге

Z np(y) = {hnp (y np(y))}V  {(max(h^(y) ,cip (a)),

К '2 (y) + c2,p (a), h"’3 (y) + 4  (a))| (v, a )  6 Qp (y)}
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Qp(y)<^Qp(y)  = {(v,a)|(v,p) eE(y) ,

a  e r vp,cip ( a ) < y } .

The value yp(y) and the sets ęPp(y), n=l,2,3, 
pe  V(y), are defined as:

a) for n=2,3 and h?'1 (y r (_y)) < y,

ynp(y) = / ( y ) ,

{ ( v , a)eQp 0 0 14 (a) < hnp 2( yr (у ) ) - h"’2(y), 

4 p(a) > h;-3( / ( y ) ) - W \ y ) }  c  Qnp(y ) ;

b) for n=3 and 4  >(yr(y)) > У or n=l

y np(y) = y'(y),

{(v,a) e Qp OOI c2p (a) > hnp’2 (y l {y)) -  hn; 2{y \  

4 p(a)<hn/ ( y l( y ) ) - ^ 3(y) or 

4p(a) > у  or hCJ(y) > y l{y)} ę  Q?p( y ) ;

c) otherwise yp(y) is not defined and 

Q'p(y) = QP(y) •
It is easy to prove
Proposition 3. For all у e {y,},n=l,2,3, and 

peV(y)

(У hn/ ( y )  + hn/ ( y ) ,h npJ (y)) =

Lexmin{(y f 2(x) + f 3( x ) , f 1(x)\x & Х , / ' { х ) й у } .

For any vertex pe  V(y), n=1,2,3, we can construct 
a parameterized route xp(y) , which consists of d 
(d> 1) parameterized paths

X Pm = X Pm  ̂f łP ^ um ^  = = 'm0 ^
(Ут/.К-гмт»> obtained for some Уит 6{Vj} such that

vi = s> Pud = P. и'р(Уии) = hp(y) and um_i < um,

Pm-, = vm , = *;mOwJ for m=2.....d-

It is easy to prove that xp(y) is a parameterized 
path if in relationships (1) we accept ti'p{y) = hnp(ynp{y)) 
iff zp(y) does not contain a vector (X1 such that

O • hnp 2{ynp(y)) + hnp 3(ynp{y)),hnp’, {yrp(y))) =

( y -Х2 +X3,X')

6 . Conclusions

For solving the problem C(w), a twolevel 
procedurę can be used, which is similar to the 
proposed one for the initial procedurę A. Inclusion the 
problem C(w) into generał procedurę for solving the 
initial problem A allows us to obtain “good” upper 
bounds of function F(y). Taking into account such role 
of the problem C(w), it is sufficient to obtain its 
approximate solution. Furthermore, we can solve it 
even for some subpath containing vertex t.

The proposed approach can be improved for 
particular applications. For instance, it is possible to 
reduce the sets r vp during solving problems B'(y).

The proposed approach can also be extended for 
morę wide class of such problems. For example, a
problem when function f 3(x) is defined both 
operation “max” and “min” can be reduced [3] to the 
considered problem.
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The necessity of multi-scale methods for image analysis has been recognised sińce the emergence of the 
field of image processing. Processing images at different scales has many benefits as it gives additional 
information about the essence of the percept which we want to understand. Today, there exists various 
alternative approaches: linear and nonlinear image scale-spaces, morphological imaging techniques, ąuadtrees, 
pyramids, wavelets, fractal-based techniąues, etc. The goal of the current project is to contribute to this 
important research area, and morę ambitiously, to explore their interrelationships. Furthermore, we want to apply 
such methods to various concrete problems, in particular the analysis of medical images (texture analysis, 
segmentation).

An important application area where multi-scale methods can play an important role is Content-Based 
Image Retrieval (CBIR). Given the exponential growth of image and multi-media materiał in large databases and 
the Internet, there is increasing interest in search-engines that are able to retrieve images on the basis of image- 
oriented queries and visual clues. (Queries like: "Find images of deserted tropical beach" or "Find images that 
look like this one"). As compared to morę traditionally oriented databases (where one looks for an exact match 
with the query-item), image databases are searched for objects similar to the query-item. Research has shown 
that morę advanced techniques for automatic image analysis and morę sophisticated ways of shape recognition 
will be necessary to perform such tasks.

R e se a r c h  a c t iv it ie s

U n iv e r s ity  o f  S u r r e y , U K
In stitu te  o f  E n g in e e r in g  C y b e r n e t ic s , M iń sk , B e la r u s

I . Wavelets and 3D texture analysis.
Two approaches to the characterisation of 3D textures were studied. One based on gradient vectors and 

one on generalised co-occurrence matrices. They are investigated with the help of simulated data for their 
behaviour in the presence of noise and for various values of the parameters they depend on. They are also 
applied to several medical volume images characterised by the presence of micro-textures and their potential as 
diagnostic tools and tools for quantifying and monitoring the progress of various pathologies is discussed. The 
gradient based method appears to be morę appropriate for the characterisation of micro-textures. It also shows
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morę consistent behaviour as a descriptor of pathologies than the generalised co-occurrence matrix approach. 
Results are presented in [1].

2. Content-based image retrieval.
Multimedia documents are different from traditional text documents because they may contain 

encoding of raw sensorial data. This fact has severe conseąuences for the efficient indexing and retrieval of 
information from large unstructured collections (e.g. WWW) sińce it is very difficult to automatically identify 
generic meanings from visual or audible objects. Two sub-problems of content-based image retrieval were 
studied at this stage, colour image retrieval and shape retrieval. Generalised co-occurrence matrices were 
employed in both cases.

Colour image retrieval. Our method of colour image retrieval is based on so-called colour co- 
occurrence descriptors that utilise compact representations of essential information of the visual content [2]. The 
set of descriptor elements represents "elementary" colour segments, their borders, and their mutual spatial 
distribution on the image frame. Such representation is flexible enough to describe image scenes ranging from 
simple combinations of colour segments to high frequency colour texture equally well. At the retrieval stage the 
comparison between a given query descriptor And the database descriptors is performed by a similarity measure. 
Image descriptors are robust versus affine transforms and several other image distortions. Basic properties of the 
method are demonstrated experimentally on an image database containing about 10,000 colour images.

Shape retrieval. We have suggested a method that exploits the orientation tokens that characterise a 
shape or an image for object identification [3,4]. The method is appropriate for identifying objects from their 
silhouettes or grey level texture. The approach was tested with the help of a large database of marinę animals 
(mostly fishes). Pictorial queries by shape were answered successfully using only the L2 norm for histogram 
comparison. The accuracy of the answer can be improved if morę features are computed from the histogram. 
Some example features for this purpose were proposed. On the other hand, the method was successfully tested 
for the identification of textures in leaves, using as feature a measure of the "order" that appears to be present in 
a texture. It was proposed that this can be expressed by the ratio of the number of orientation tokens that are 
morę or less parallel to each other over the number of tokens that form larger angles with respect to each other. 
The pairs of tokens considered are at fixed distance from each other. For a quick search of an image database this 
produces an efficient method of sorting images "at a glance". For a morę detailed description, one could use 
many different ranges of relative distance and thus produce a 2D angle-distance co-occurrence matrix for the 
description of the object. The use of histograms for such a task is ideał as histograms are rotation and translation 
invariant. On the top, they are scalę invariant as well, because we consider all possible areas of tokens and bin 
their distances in a fixed number of bins, independent of the actual rangę of distances contained in each bin. 
Finally the use of orientation tokens is independent of any illumination and grey level changes, something of 
major importance when scanning a collection of images that might have been captured under varied conditions. 
As a corollary of this investigation, we have shown some evidence that the MRI images of healthy subjects show 
morę organised textures than the MRI images of patients suffering from various brain disorders. Results are 
published in [1,4].

3. Non-rigid body registration of 2D/3D images.
A novel approach for 2D/3D image registration based on non-linear elastic deformations and global 

optimisation is proposed. Suitable cost function containing similarity, deformity, and discrepancy terms is 
suggested and experimentally studied. The terms of cost function may be used as measurements of the degree of 
deformation, necessary to bring two images in registration, and also as quantifiers of the evolution of various 
changes like as pathology development in medical images. Results are published in [5,6].

Computing Center, Moscow, Russia
The analytical model of the edge in the image improvement problem by means of anisotropic diffusion 

is considered. In 1990 parabolic type differential equations in partial derivatives were proposed by P. Perona and 
J.Malik [7] for two-dimension image processing. The main idea of this method is the following. As is well 
known, in the case of a problem with initial conditions for diffusion (thermoconductivity) equation the tendency 
of noise smoothing appears due to some specific properties of parabolic equations. Thus noise can be reduced in 
image processing. However, according to the same property of parabolic equations the image edges with infmite 
initial gradients would be also smoothed. This would lead to the blurring of images. In order to remove this 
drawback, P.Perona and J. Malik proposed to use a diffusion coefficient, which depends upon the gradient. It is 
important that the diffusion coefficient should tend to zero as the derivatives become infmite. In other words,
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image noise should be eliminated while preserving infmite gradients, i.e. image edges. The Perona-Malik 
problem has put forward a number of publications. Among them regularisation is used in F. Cotte, P.-L. Lions, 
J.-M. Morel and T. Coli [8] and L. Alwarez, P.-L. Lions and J.-M. Morel [9]. The partial derivatives are 
represented as convolutions with Gaussians, which contain a smali parameter. With this parameter tending to 
zero, the convolution tends to partial derivative. Ali mathematical transforms and numerical calculations are 
performed with the smali parameter fixed (e. g. constant) and the solution is regular. In [9] it was stated that the 
limit solution is Lipschitz-continual for continual initial conditions as the smali parameter tends to zero. 
Suggestion is madę [9] that a divergent form of the Perona-Malik model may result in Adamar instability. That is 
why undivergent form of parabolic equations is proposed [9].

At this work the following results were obtained. Semi-similar Solutions of anisotropic diffusion 
eąuations are found in one-dimension problem when a diffusion coefficient is a power function of the derivative. 
These Solutions correspond to preserving of the infmite gradient with time. They are referred to as analytical 
edge model of anisotropic diffusion. It is found that the edge is preserved if the derivative power in the diffusion 
coefficient is morę than 2. Otherwise, regular Solutions take place. It is shown that the initial condition problem 
of the divergent Perona-Malik model is incorrect if the power degree number is morę then two. We obtain that 
edge is a singular function of Gelder-continual class on the contrary to the Lipschitz-continual type limit 
Solutions ffom [9]. An existence theorem for the weak (generalised) solution of the problem with initial 
conditions ffom Gelder-continual class is proved. Our prove is based on obtaining intemal a-priori estimates for 
the first derivatives (or Lipschitz constants) of so-called potential functions, preserving regularity on edges. The 
weak Solutions coincide with strong ones at points in which the diffusion coefficient is not equal to zero. At the 
edges the solution existence is considered as fulfilling of integral relationships with probe functions. A numerical 
experiment was conducted in which the initial edge considered as a Gelder-continues class function was 
perturbed by different types of noise. Results are the following. The edge is preserved and the image noise is 
reduced, thus Perona-Malik problem is solved. Semi-similar Solutions of the anisotropic diffusion are obtained 
and analysed. They depend upon the ratio of a space co-ordinate to the square root of a time co-ordinate. 
Theorems on the asymptotic tending of the initial condition problem Solutions to the Solutions mentioned above 
are formulated in various topologies. Filter development on the base of the analytical edge model needs 
utilisation of discrete step numerical algorithm. Implicit discrete schemes of parabolic type equations are used in 
one-dimension calculations. Edge localising is performed with an interpolation procedurę.

R e s e a r c h -E n g in e e r in g  C e n te r  o f  I n fo r m a tio n a l T e c h n o lo g ie s , M iń s k , B e la r u s
Research directions:

• Granulometries, pattem spectrum, and the opening transform;
• Morphological image analysis (shape similarity and symmetry measures, fast morphological algorithms,

connected operators, texture classification);
• Content-based image retrieval.

Obtained results.
1. Similarity and symmetries of arbitrary polygonal shapes were investigated [13,14,15]. Notion of 

symmetry measure was introduced. Contour representation known as a turning function is used to evaluate 
symmetry measure. This representation is suitable for simply connected compact objects. Fast algorithms for 
similarity and symmetry measures can be implemented using such a representation. Analysing such functions we 
can compute a measure of reflection symmetry (with position of the best symmetry axis) or a measure of 
rotational measure (for different orders of rotations simultaneously). For affine symmetry the main idea consists 
in using canonical form normalisation in such a way that affine (skew or skew rotation) symmetry of original 
shape is equivalent to usual (reflection or rotation, respectively) symmetry of its canonical form. Algorithm of 
finding similarity and symmetry measure using turning function was implemented in C++ and tested for 
different objects and transformations (reflections, rotations, or affine transformations). The influence of noise to 
symmetry measures was tested also. User interface for this software was implemented in Java.

2. Symmetries of 3D convex shapes were investigates [16]. Symmetry measures based on Minkowski and 
Brunn-Minkowski inequalities for volumes and mixed volumes of convex objects were introduced for 
evaluations of symmetry degree. For the case of convex polyhedra functionals used in these measures have a 
nice property of piecewise concavity which allows to reduce the complexity of optimisation problems. For 
reflection symmetry of polyhedra the problem is reduced to checking of the functional value for the critical 
rotations of polyhedra, number of which seems to be finite. For rotation symmetry of order 2 the problem is the
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same as for reflection symmetry. For rotation symmetry of orders morę than 2 no optimisation method is 
proposed. The case of mirror rotation symmetry is equivalent to finding similarity measure oftwo polyhedra.

łmplementation of polyhedra similarities and symmetries is now in progress. Several program components 
including finding of critical rotations for fixed axis are already written and tested using Matlab system.

Institute of Automation and Electrometry, Novosibirsk, Russia
Relief reconstructing and mobile objects detecting by sequences of images.
The data of continuous synchronous observation of analysed scene from several satellites are intended 

to be used with the purpose of detecting of dynamie processes occurring on the Earth surface and at the adjacent 
atmosphere layers (volcano activity, tornado, typhoons, explosions, conilagrations, etc.). The observing 
simultaneously and from different points provides selectivity of the atmospheric phenomena in the depth 
direction; the observing continuously enables to reveal their dynamie features.

Registration system geometry is not definite completely in the common case. So far, the problem of 
estimation of cameras orientation should be solved to restore the structure of the scene observed. Most 
approaches are based on relations between co-ordinates of corresponding points of projected images. Standard 
estimating fundamental matrix methods are not efficient because of cameras with smali angles of view are used 
to get high spatial resolution. A great number of images in sequence observed and the knowledge about 
mathematical model that describes dynamics of the system geometry gives us new opportunities in sequences 
combined processing but requires new methods of data processing.

Two cases are investigated within the framework of the problem: a) the registration system is fixed in 
respect to a scene (geostationary satellites); b) the registration system is mobile (orbital systems).

The main purpose is to detect extremely mobile, slightly contrast objects when analysing data being 
received from geostationary system. Its complexity is conditioned by an image complexity -- an image contains 
stationary background (response from the Earth surface), quasistationary part (response from clouds), response 
from an objects and a noise. Moreover the intensity of response from an objects is much lower then both the 
intensity of response both from clouds and from the Earth surface. Besides there exist little shifts of registration 
system. Consequently every preventive factor should be reduced extremely to achieve good results in detecting 
an objects and their spatial location.

Thus, to solve the generał problem one should solve several separate ones:
- to bind the sequence to some fixed system of co-ordinates using a correlative criterion;
- to carry out interframe processing to reduce powerful responses from the Earth surface and from clouds. The 
algorithm of interframe processing is based on monosemantic expanding of every current image with a set of 
binary images (basis functions), approximating an every consequent image with the functions and, finally, 
getting a corresponding differential image that does not contain stationary the background;
- to select (by means of linear and non-linear filtering) the points probably belonging to the object;
- to calculate an area of spatial location for every point detected for every sequence;
- finally, to combine results of processing for all sequences analysed and to select the points that areas of spatial 
location are intersected. The points are supposed to belong to the object(s).

When a registration system is mobile it is necessary to estimate parameters of the system (as a rule, 
cameras orientation is indefinite) under condition of extremely smali angles of view (~1°), and to find 
corresponding points under conditions of great difference in angles of observation (up to 90°) and of great 
distance from the scene observed (-1000 km).

There are algorithms listed below designed to solve the problem:
- of finding corresponding points on the base of modified, geometrically tuneable to projective deformations, 
correlative and morphological criteria.
- of estimating geometry both of cameras location and of scene on the base of combined testing sequence images 
and solving essentially overdetermined system of algebraic equations.
- of restoring relief by sequences of images on the base of sets of corresponding points using LMS method.
- of global minimising the functional with the definite geometry of sequence and without finding of 
corresponding points.

Obtained results:
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1. The algorithms of combined processing of seąuences obtained from geostationary satellites are 
designed aimed to detecting extremely mobile, slightly contrast objects. It is efficient under conditions of time 
instability and powerful background signal (false alarm probability is 5*10'5, detection probability is 0.95).

2. The algorithm of restoring relief from a seąuences of images under conditions of indefinite cameras 
observation angles is designed. Its accuracy is examined on models and tests. It achieves 65 meters when 
reconstructing relief of Erebus volcano by 24 images obtained from the distance of 1100 + 1500 km (relief 
height -0-5-4 km).

3. The algorithm of surface reconstruction by long (-100 images) seąuence of images and difference of 
cameras observation angles 30° + 40° is developed. Its accuracy achieves 1/n where «п» is number of images in 
the seąuence. The algorithm uses a procedurę of global minimising of the selected functional instead of 
extremely unstable procedurę of corresponding points finding.

CWI, Amsterdam, The Netherlands
There exists increasing interest in the development of tools that consider images at different scales of 

resolution. In this respect pyramidal image structures are of particular interest. A well-known instance of such a 
structure is the wavelet transform, but there exist others, such as the Gaussian pyramid. In collaboration with 
Prof. J. Goutsias (Johns Hopkins University, Baltimore), Heijmans is investigating pyramid structures based on 
morphological operators [17,18]. One of the ambitious goals of this project is to make a systematic study of 
nonlinear (morphological) wavelets.

Connected operators form a special class of morphological operators which act on the level of fiat zones 
of images rather than on individual pixels. As a conseąuence, such operators can delete edges, but cannot 
change them, neither their shape nor their location. As a result, connected operators are well-suited for many 
imaging tasks, such as segmentation, filtering, and coding. The aim of this project is to develop a consistent 
mathematical theory for connected operators, and to investigate their implementation using a tailor-made graph 
structure. In 1998, the activities in this project have been very limited, but they will be taken up again in 1999.

Scale-spaces are a modem bottom-up tool in Computer vision. In scale-space theory one embeds an 
image into a continuous family of gradually smoother versions of it. Increasing the scalę should then simplify the 
image without creating spurious detail. The prototype example is the Gaussian scale-space, the construction of 
which is based on filtering the image with Gaussians of increasing width. Altematively, one can view the 
resulting family of images as a solution of a linear diffusion eąuation. Recently, various nonlinear scale-spaces 
have been constructed, including those based on morphological operators. Together with van den Boomgaard of 
the University of Amsterdam, Heijmans has proposed a new axiomatic ffamework for scale-spaces based on 
algebraic concepts. This ffamework includes various existing examples, including Gaussian and morphological 
scale-spaces. A technical report is in preparation.

Katholieke Universiteit Leuven, Belgium
Within the ffamework of this project Content-Based Image Retrieval (CBIR) has been identified as an 

application that serves as a testbed for the theoretical elaborations of the multi-scale paradigm in image analysis. 
We recall that CBIR deals with the problem of automatically retrieving images that are perceptually similar to a 
given ąuery-image from a large digital databank.

As a starting point we therefore looked at number of existing systems, such as QBIC (IBM), Virage, 
Photobook (MIT), etc,... to clearly identify the current state-of-the-art. We found that most of these systems are 
guided by pixel-based similarity measures. However, extensive experimentation over the last few years has 
shown that matching natural images solely on that basis of global similarities is often too crude an approach to 
produce satisfactory results. What is reąuired is some form of perceptually relevant segmentation that allows 
one to identify a (smali) number of salient and semantically meaningful image-regions which can then serve as 
the basis for morę disceming region-based matching, e.g. it stands to reason that when it comes to perceptual 
matching, the foreground in an image is far morę important than the background.

We therefore concentrated in this first part of the project on a generic segmentation-methodology that, 
using a number of basie features such as colour and texture, divides an image in a smali number of perceptually 
salient regions, which can then be used as the starting point for similarity matching. In essence the methodology 
is very simple: after mapping the pixels of an image into a feature space (e.g. colour-space), we can proceed to 
cluster the data in this feature space. Identifying the thus-obtained clusters in the original image, yields a 
segmentation.
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Hence, fforn an abstract point of view, segmentation and perceptual organisation can be interpreted as 
a problem of selecting appropriate features, followed by cluster-detection in feature-space. In fact, we can 
tighten up this argument even further sińce both steps are but two aspects of the same problem, as a particular 
feature-space is deemed appropriate whenever it shows pronounced clusters. Indeed, if mapping the pixels into 
the feature-space lumps them all together, this particular set of features is obviously of little use in defming 
perceptual saliency.

However, clustering problems commonly encountered in CBIR-applications are particularly 
challenging as mapping the images to feature-spaces often produces very irregular and unbalanced data-clouds. 
Furthermore, given the fact that segmentation and region-extraction should proceed automatically, we cannot 
assume that prior knowledge about the number of clusters or their shape is available. We have therefore 
developed a robust and versatile nonparametric clustering algorithm that is able to handle the unbalanced and 
highly irregular clusters encountered in such CBIR-applications. The strength of our approach lies not so much 
in the clustering itself, which is based on non-parametric density-estimation, but rather in the definition and use 
of two cluster-validity indices that are independent of the cluster-topology. By combining them, an optimal 
clustering can be identified, and experiments confirm that the associated clusters do indeed correspond to 
perceptually salient image-regions [19].

For morę details and examples, we refer to our website 
http://www.esat.kuleuven.ac.be/~frederix/segmen-tation.html.

In the second part of our work we focussed on the problem of classification. The relevance for CBIR is 
elear: once prototype-images have been put into different groups, new images need to be classified into the 
existing classes so that they can be indexed and identified. There is a huge literaturę on classification and 
Support Vector Machines (SVM), one of the morę recent methodologies, has enjoyed a lot of attention in recent 
years. It uses the training data to construct an optimally separating hypersurface between two classes. This 
surface is represented by a smali number of “support vectors” that are used to classify new data. If the data are 
linearly separable, these support vectors can be determined directly. If this is not the case, SVM sidesteps the 
non-linearity by mapping the data into a higher dimensional space where a linear separator can be found. 
However, the naturę of this higher dimensional space is highly data-dependent and finding an appropriate 
transformation is often difficult and left to the user. We have developed a new method that finds support-like 
vectors (for which we coined the name “sentinels”) in the original data-space (so there is no need to find an 
appropriate transformation to a higher dimensional space). It is similar to LVQ and k-means in that it is based 
on attraction between data-points. However, unlike these aforementioned methods, it identifies datapoints near 
the boundaries of the classes, which can then be used for classification. A paper describing this algorithm and its 
performance is in preparation.
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