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Abstract

This paper describes the neural network solving 
the shortest path planning problem. It consists o f the 
layer set, where each layer forms a path-candidate for 
the fixed number o f cities. During competition the 
layer-winner determining the seąuence order o f cities 
in the shortest path is selected. In this paper the ex- 
perimental results obtained by the neural network are 
described in comparison with some known methods 
solving the same problem.

1: Introduction

The classical problem of combinatorial optimiza- 
tion is the problem about the shortest path [1]: let we 
have n cities, where two of them are fixed. The goal of 
this problem is to find the simple shortest path be- 
tween two these cities. Certainly, the problem solution 
is the chain of cities forming the shortest path. Thus it 
is necessary to define their seąuence, i.e. a position of 
each city in the path. The classical approach of the 
path representation is the arrangement of cities on a 
matrix nxn as it is shown on a Figurę 1, where each 
city of A..E can have different positions in the shortest 
path, i.e. 1..4. Thus this scheme allows uniąuely de- 
fming the cities-participants and their places in the 
path. If two cities are fixed then they have the first and 
the last place in the path correspondingly. Hence we 
have three-dimensional naturę of the problem: at first 
we have to define the place of each city in the shortest

path, and secondly, the number of cities forming the 
shortest path can be in the rangę ffom 2 to n.

There are very interesting and efficient ap- 
proaches solving this problem like famous Dijkstra's 
algorithm [2] and dynamie programming method [3]. 
But they are oriented only on solution of the problem 
on numerical computers. The development of neural 
network techniąue is oriented on different technologi- 
cal basis allowing creating efficient systems for differ­
ent applications.
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Figurę 1. The possible scheme of the arrangement 
of cities in the path between cities “C” and “A”.

There is also a possibility to solve this problem 
using the neural network techniąue like the Hopfield's 
neural network [4]. The solution using the neural net­
work like that is enough difficult and it is defined by a 
weight matrix as follows [5]:
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where
\U f  i = j
[ O ,  otherwise

(2)

The difficult here is to define constant parameters 
a,p,y,ri,0 and X- In this paper the simpler neural net- 
work approach solving efficient this problem is con- 
sidered. On basis of the problem condition the generał 
architecture of the proposed neural network is defined 
(Figurę 2).
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Figurę 2. The architecture of the neural 
network for the problem solution of 5 cities.

2: The neural network architecture

Generally the neural network consists of n layers, 
where n is a total number of cities. The first layer se- 
lects the best variant of paths-candidates, which are 
offered by the remaining layers. The second layer 
forms the path-candidate consisting of two cities; the 
third one forms the path-candidate consisting of three 
cities etc.; and, at last, the /7th layer forms the path- 
candidate consisting of n cities, where two of them are 
fixed. At least one path-candidate of n-1 offered must 
exist for successful solution.

The structure of the first layer is shown on a Fig­
urę 3.

Figurę 3. The structure of the first layer.

It is the single-layer relaxation competing neural 
network determining the neuron-winner having the 
output value eąual to "1", and the all-remaining neu- 
rons have output value eąual to "0". As input value for 
each neuron the value describing length of each of­
fered path is used. The braking and self-exciting con- 
nections Tj interconnect the neurons among them- 
selves. Their weight values are follows:

Г  1  >tf i = j
T'J ~ j  ~У(т +  iy  otherwise

where m is a network dimension. The iterative process 
of such neural network is described as:

^ / ( 0 )  “  ^UYF.Ri W

where
W-i

(5 )

M x )  =

0  , i f  x<  0
1  J f  x> \
x , otherwise

(6)

Here DLAYeri is a parameter describing a length of path 
formed by other layer.

During an iterative process one of neurons be- 
comes the winner determining the best path.

The important components of the neural network 
are the layers forming the paths-candidates consisting 
of different number of cities, i.e. 2,3,..,n (Figures 4 and 
7). Hence the neural network has a pyramidal form.

The schema of such layer is similar to the scheme 
of the city arrangement in the path (Figurę 1). Here 
each neuron has a set of braking Tu and exiting Wy 
connections. The braking connections determine State 
when only one neuron can remain active in the each 
column and in the each row. Their weight factors are 
determined as:
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where и is a number of neurons in the row, and p  is a 
number of neurons in the column.

Figurę 4. The structure of the layer forming the 
path-candidate: a connecting schema of neurons 
by the braking and by the exiting connections.

The formation of the shortest path in each layer is 
carried out according to the weight factors of exiting 
connections Wy defined a priori:

f 0 -*/ i = j
W\,jn —Wi jn — \ 1 / otherw ise ' ^

1 / 4

Wuj/2 = ^2u/2 = ^
where dy is a distance between /lh and /h cities, Wjy is a 
connection weight factor between a neuron of £,h row 
and a neuron of (£-l)th row, W7„ is a connection weight 
factor between a neuron of к row and a neuron of 
(£+l)th row correspondingly. The weight factors W/y 
and W2y are the same for all rows of the layer. Thus the 
first and the last row of the layer does not have the 
exiting connections between themselves.

Each layer has two sorts of neurons: intermediate 
neurons are placed on intermediate rows of the layer 
(Figurę 5) and finał neurons are placed on the first and 
on the last row of the layer (Figurę 6). Both sorts of 
neurons have a complex structure allowing forming 
the path-candidate in appropriate conditions for each 
layer.

Figurę 5. The scheme of the intermediate neural 
element.

The intermediate neuron (Figurę 5) has two low- 
connected subsystems. Each of them obtains the in- 
formation through exiting connections from neurons of 
the previous row and propagates it on the next row. 
Thus, the information propagates through each neuron 
both "top-down" and "down-top". The intermediate 
neuron contains two competing neural networks 
working similar to the neural network of the first layer 
(Figurę 3). Their input values Xt are formed by product 
of output values of neurons of the previous row Yup(lln) 
on appropriate weight factor Wjpjy.

Thus, the dynamical process of the work of the 
competing neural network of a left part of the neuron 
(Figurę 5) can be described as follows:
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lt is continued till the stable State when only one neu­
ron remains active. After that we can obtain weight of 
path consisting of neurons of the previous rows of the 
layer:

.*/>; =1

, otherwise

(13)

The dynamical process for the right part of the 
neuron is the same.

The information for the subseąuent rows of the 
layer is formed as follows:

г „  = £ а А с » )
/

r *  = i e r  a s )
/

After defmition of activity of each neuron in the 
layer it is necessary to define in fact the path-candidate 
for the layer. For this purpose the rules are defined 
when only one neuron remains active in each row and 
in each column. Such State is defined by the relaxation 
neural network higher level. Eąuations (7) and (8) 
describe the weight factors of braking connections. 
The dynamical process of work is described for the 
neuron of /th row and /* column as follows:

1
1/  + 1//Y  7 y/  up /  x dn J

(16)

f V  « \  V \

i ;  ( ' + i ) = / « Y i j ( t ) + f n 2
V к )

Л  j )  л

(17)

where

fn2{x,y) = \
I X

lo

, i f y *  0.5 
, otherwise

(18)

The output value Yn of each neuron is a part of 
the finał solution of the neural network. It specifies 
activity of a neuron of the selected layer and it is de- 
termined as follows:

r  4 11
\ Y , i f P L =  1
[0, otherwise

where PL is signal acting from the first layer. It deter- 
mines the layer-winner.

In comparison with the intermediate neuron the 
finite neuron (Figurę 6) contains only one relaxation 
network and an element forming a value В describing 
the length of the generated path. The work of the finite 
neural element can be described as:

(20)

Y = Y = 71 1 up(dn) 1

B = i
\ R , i f Y =  1 
[0, othewise

(21)

(22)

Неге I is an initialization vaiue defined as:
1 , i f  a city is fixed as active

in the first and in the last
row o f the layer 

0, otherwise

(23)

At the end of the process forming the path in each 
layer the special elements form the value DLAYEr char- 
acterizing the length of the generated path (Figurę 7).

D layer1

Figurę 7. The schema of formation of the D l a y e r  
value.

It is determined as follows:

s, = I rŁ
i

(24)

5
: it a
-

y
: (25)

к
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U IAYER ~  ) j

O , otherwise
(2 6 )

where к is a row index in the layer and M indicates the 
successful formation of the path-candidate in the layer.

The total number of neural elements of the neural 
network is:

f

T  =
2 2

(27)Z ' * "
V I

However the n Iayers is too much for the shortest 
path problem solution because ratio between the num­
ber of cities forming the shortest path and the total 
number of cities is quite little. Therefore we can re- 
duce a number of Iayers by the following way:

E  =  m in j j 2  x  V « J +  1 , и |  (2 8 )

3: Simulation and results

It was carried out the simulation of this neural 
network solving the shortest path problem on the se- 
ąuential personal Computer with processor Intel 
Pentium 11-350 under control of the Windows NT v4.0 
operating system. The modeling algorithm has been 
optimized for sequential Computer to reduce the com- 
putation time. The model of the neural network was 
tested on solution of 4 sorts of tasks: 5, 15, 50 and 100 
cities. The solution average time presented in seconds 
is shown in the Table 1 in comparison with other two 
famous methods for each sort of tasks.

Table 1.

S im ula tion  m e th o d
S ize  o f  th e  p ro b le m  
(a n u m b er  o f  cities)

5 15 50 100
Dynamie
programming method

0 0 0 0

Dijkstra's algorithm 0 0 0 0
The neural network 0 0,02 1,58 22,03

As obvious from the Table 1 the model of the 
neural network works slower than pure numerical al- 
gorithms because it simulates analogue processes. 
Nevertheless it has formed good Solutions for all 4 
sorts of tasks (for example, see results in the Table 2 
for the map presented on a Figurę 8).

4: Conclusion

The neural network solving the shortest path 
problem is presented. It is used in the system forming 
the global route map during the motion in the un- 
known environment. The neural system has difficult 
pyramidal structure allowing forming simple shortest 
path to control efficiently by a mobile robot motion. 
This paper describes the architecture of such neural 
network. The experimental results have shown effec- 
tiveness of the proposed model.

Figurę 8. An example of the map of 50 cities.
Table 2.

Task
num.

Dynamie programming method Dijkstra's algorithm Neural network
Solution Path

length
Solution Path

length
Solution Path

length
i 23-28-29-33-37-49-47-46 213 23-27-26-32-34-37-49-47-46 209 23-27-26-32-34-37-49-47-46 209
2 30-31-25-16-15-8-4 158 30-31-25-16-15-8-4 158 30-31-25-16-15-8-4 158
3 35-24-40-41-14-9-3 125 35-24-40-41-14-9-3 125 35-24-40-41-14-9-3 125
4 23-28-29-33-37-49-48-44 195 23-22-21-19-17-16-15-14-43-44 190 23-22-21-19-17-16-15-14-43-44 190
5 45-12-43-42-50-37-30 179 45-12-43-42-50-37-30 179 45-12-43-42-50-37-30 179
6 17-16-40-41-42-49 119 17-16-40-41 -42-49 119 17-16-40-41-42-49 119
7 2-9-14-43-42-50-37 132 2-9-14-43-42-50-37 132 2-9-14-43-42-50-37 132
8 11-10-13-8-15-16-25-31 177 11-10-13-8-15-16-25-31 177 11-10-13-8-15-16-25-31 177
9 28-29-33-37 102 28-29-33-37 102 28-29-33-37 102
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