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Abstract
This paper describes the neural system for reactive 

control o f the mobile robot. The neural system consists o f 
different types o f neural networks, which are combined in 
the intelligent system. The efficient techniąues for the 
training o f neural networks are considered. The main 
problem of the neural network is the robust control o f the 
robot in case o f inexact information from sensors. 
Experimental results are given in the paper.

1. Introduction

One of the most important problems in the design and 
development of intelligent mobile robots is the robust 
control, which is the ability of a vehicle to execute 
collision-ffee motions in case of inexact information ffom 
sensors. Such an approach permits to use inexpensive 
sensors and to adapt to different environments.

This paper describes the intellectual neural system for 
reactive control of the mobile robot. The inputs of such a 
system are the finał goal position and the sensor system 
data. The ultrasonics and infrared scanner is used as 
sensors. The information ffom various sensors is 
combined by data fusion. As a result the local 
environment map is obtained. The intelligent neural 
system will process such a map and generate the direction 
and the velocity of motion. The neural system solves the 
following tasks:

Sensor data fusion
Building of the local environment map
Obstacle detection and definition of the free interwal of 

motion
Definition of the optimal direction in the chosen 

interval of motion
The approaches described in this paper can be used for 

various mobile robots.

2. Architecture of a neural system

The common architecture of a neural system for 
autonomous control of the robot is shown in fig.l. The 
system consists of various types of neural networks. In 
the figurę only the main links and blocks of the system 
are shown. Sensors location is shown in fig.2.

Fig. 1. Neural system for autonomous 
control of the mobile robot

62

mailto:cm@brpi.belpak.brest.by


20

Figurę 2. Ultrasonic sensors configuration

The błock of data fusion is intended for integrating of 
different sensors and for the creation of the local 
environment map. This map is formed in the view radius 
of 2.4 meter and angular rangę of 180 grades:

OG = (S(i), -90<=i<=90},
where S(i) is the distance up to the obstacle if the angle 

between the current direction of the robot and the obstacle 
is equal i grades. The local environment map is 
considered to be the input information for the błock of the

Figurę 3.The linear and angular 
characteristics of the interval

determination of the optimal interval of motion.
Besides this błock generates the compressed 

environment map S(p), p -  1,36 , which is used for the 
control of the binary błock.

The błock of determination of the interval of motion is 
intended for the selection of the optimal interval of 
motion in the environment with obstacles. This interval is 
considered to be the nearest to the target. The output 
information of this błock corresponds to linear (RL, Rr ) 
and angular (WL, WR) distances of the selected interval of 
driving (fig. 3).

In case when the ffee interval of driving is not chosen 
there is a turning of the robot on 90°, if it is possible and 
there is the search of the ffee intervał.

Structurally the błock 2 consists of 3 layers of neural 
elements which carry out different functions. This neural 
network is the dynamie neural network with fixed 
weights.

The analytical błock is meant for the definition of the 
optimal direction az in the selected interval of driving. 
The optimal direction is characterized by such a direction 
of driving, which ensures minimal angular distance up to

the target. The analytical błock Controls the motion of the 
robot on large intervals of driving, if Rd>2d, where Rd is 
the width of the chosen interval and d is the width of the 
robot. The architecture of this błock consists of different 
neural layers and processor elements which carry out 
different functions. The input information of the 
analytical błock is the angle between the current direction 
and the target, and also angular (WL,WR) and linear 
characteristics (Rl,Rr ) of the chosen interval of motion.

The structure and the algorithm of functioning of these 
blocks was considered in [1-6].

The multilayer perceptron is intended for the 
orientation of the robot on narrow intervals of driving, 
where R*, < 2d. It forms the robust direction of motion a,. 
The inexact environment map is of great importance for 
the orientation of the robot on the narrow intervals of 
motion. If one trains a multilayer perceptron to target 
output data in case of inexact input information it will 
provide the robust control of the robot. The input data of 
this błock is the linear (RL,RR) and angular (WL,WR) 
distances to the obstacles.

The arbiter depending on the situation forms the 
current direction of the robot:

J a „ i f  Rd > 2d 

\ar,otherwise
The binary błock is intended for the control in the 

situation, when side distance up to the obstacle A < Am 
is too smali for the realization of sharp tums. This błock 
transforms the input information to the binary array. The 
direction, which is formed by the binary błock is not 
higher than 1°. It ensures the avoidance of the contact of 
the robot with the side obstacles. The commutator 
depending on the situation forms the finał direction of 
driving of the robot:

j a a, i / Y  = 0 

| у r, otherwise
where Y=l, if A < Am .
Thus depending on the situation the robot can be 

controlled by the following units:
• Analytical błock
• Multilayer perceptron
• Binary błock together with the analytical błock
• Binary błock together with the multilayer 

perceptron
Such an approach provides stable driving of the robot 

in various situations. The neural system uses the system 
of close and long view. The velocity and the step of 
driving of the robot are normalized depending on the 
distance up to the obstacle. The break of the robot is 
performed, if distance up to the target is less than the 
defined value e.
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3. Multilayer perceptron

The multilayer perceptron is intended for the 
orientation of the robot on narrow intervals of driving. It 
provides stable control of the robot in case of inexact 
information fforn the environment map. This błock forms 
the robust direction of driving ar. The architecture of the 
given błock consists of two multilayer networks MLP1 
and MLP2 (Fig.4)

Figurę 4. The architecture of the multilayer 
perceptron

The robust direction of the robot movement is 
formed by the arbiter:

k ,  i f  ( R L v R K) ś g i R ,
a r = i (3)

[a2, i f  {R, л RR) > g lRl ,

where 0 < g! < 1 -  is the constant coefficient; R, -  is 
the critical threshold of visibility of the accepted system 
of the view.

According to the expression (3) a r = a! if the robot 

moves in the space between the obstacles and a r = ot2 if 

the robot moves in the tunnel.

Błock MLP1 forms the arc of the circumference 

as the trajectory what secures the exclusiveness of the 
collision of the robot with the lefit or right side of the

obstacle during the maneuvers. As a result the stable 
movement of the robot while passing the door ways is 

realized. Błock MLP2 uses the straight linę as the 

trajectory, what provides the stable movement of the 

robot in tunnels.

Let's examine the structure of these blocks..
Błock MLP1 is the 3 layer neural network (fig. 5)

It consist of 3 input, 8 hidden and 1 output units. 
Linear (RL and Rr ) and angular (5) characteristics of the 
selected interval of motion are used as the input 
information. Неге S=WL+WR.

Before entering the input of the neural network
the data are scaled to the interval [0, 1 ] according to the 
following rules:

R = V 1 / 6 0 0 ’ (4)

R = ^ R/  л « /6 0 0 (5)

S  = № . i /o 
0  V I 00 v (6)

The output meaning of the neural network

characterizes the direction of the robot a  1. It is formed by 

means of transformation of the output meaning S1 of the

neural network:

ai=int(2Si-l)100. (7)
As a result the output meanings of the neural

network may alter in the interval [- 100°, 100°]. As the 

function of activation the sigmoid function is used.

Fig. 6. Structure of the błock MLP2

Błock MLP2 is also 3 layer neural network (Fig.6). It 
consists of four input, six hidden and one output units.

Linear (Rl , Rr ) and angular (WL, WR) distance of the 
chosen interval of motion are used as the input data. 
Before entering the input of the neural network the data 
are scaled as follows:

N1=Rl/600, (8)
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N2=Rr/600, ( 9 )

N3=(\Vl/100+1)/2, (10)

N4=(Wr/100+1)/2. (] 1)

The information on the output of the neural network 
characterizes a direction of driving of the robot a 2, which 
is defined as follows:

a 2=int(2S2-l)100, (12)
where S2 - the output value of the neural network.

4. The generation of the training set

It is necessary to generate training set for learning of 
neural networks MLP1 and MLP2. Each learning sample 
is presented in numeric form and consist of several input 
and one output meanings. Multilayer perceptron is used 
for the robot orientation on the narrow intervals of 
motion, the width of which is less than two meters. The 
radius of the robot view is 2.4 meters. Therefore it is 
necessary to generate training set in the following area V:

1 < R d <  2  м

F e - R l <  2 A m  

R r <  2 A m .

A K B

Let's examine the formation of the training set for 
the błock MLP1 .The błock MLP1 forms the arc of the 
circumference as the trajectory of movement. It passes 
through the center of the robot and through the certain 
point К in the selected mterval of motion (Fig.7) If the 
coordinates of the point К and the coordinates of the 
interval of the movement (XA, YA, XB, YB) are known it 
is possible to define the trajectory of the movement of the 
robot and the direction of the movement in each 
point(Fig.7).As a result a lot of learning samples for one 
position of the robot are formed.

If one performs the rotation of the selected interval 
of motion [A B] and the rotation of the point К around the

center of the robot (Fig.8) it is possible to get different 
learning samples.

If the position of the robot relatively the interval of 
motion is changed in the area V and if the operations 
mentioned above are carried out it is possible to get 
training set, which consist of different patterns.

The formation of the training set for the błock MLP2 
is madę in the same way. In this case it is necessary in a 
proper way to select the position of point К as a direction 
of the robot movement (Fig.9).
If the position of the robot is changed in the area V and if 

it is rotated with the selected step around the point O 

(Fig.8) a training set is formed.

In case of the inexact information the real position of 
the obstacle can differ ffom the environment map that 
sees the robot. Such situation is shown in fig 10, where 
the solid lines represent the position of the obstacle, 
which the robot sees and dashed - real position of an 
obstacle.

А К В

Figurę 9. The direction of motion O K

For the support of robust control of the robot in case of 
the inexact environment map it is necessary in appropriate 
way to select a position of point К in the selected interval 
of driving (fig. 10). If the neural network is trained to
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target output data, this can provide stable control of the 
robot in case of the inexact environment map.

The concept of training of the multilayer perceptron 
generally consists of the following steps:

• Operator Controls the robot, simulating passing o f  
various intervals o f  driving.

• For each interval of driving the point K, describing 
the real position of the robot in this interval and 
the characteristics of the interval (WL, WR, RL, Rr ) 
is defined.

Fig. 10. Possible distortion of a visible 
interval of driving

• By means of rotation of input and output data in 
rangę of 180° leaming patterns are formed.

• Training the neural networks MLP1 and MLP2 by 
means of back propagation algorithm is 
performed.

The given approach is characterized by the minimum 
set of the experimental data. It is enough to define only 
position of a point К and the characteristics of the interval 
of driving. The Computer simulation of the multilayer 
perceptron was carried out. The size of learning set for 
the błock MLP is 120 patterns. After training the robot 
successfully passed ffom various positions through 
narrow intervals.

5. Binary błock

The disadvantage of the previous blocks is that they do 
not take into account the distance ffom the side of the 
robot up to the obstacle. As a result of performing of the 
maneuvers by the robot can be the collision with 
obstacles.

To maneuver without collisions it is necessary, that 
side distance up to the obstacle was morę than radius of 
the circle, circumscribed around of the robot:

5 > |л / 2 ,  (13)

where d - the width of the robot.
If the condition (13) is not fulfilled, the control of the 

robot makes the binary błock. In this case angle of tum of 
the robot in any direction is a constant and is equal to one 
grade.

The binary błock is shown in fig. 11.

The błock F is intended for conversion of the angular 
direction of driving a a in binary array. It is necessary for 
the control of the binary neural network. The błock F 
performs the following functions:

j l ,  i f  cta >  0

10, otherwiseк ’
Jl, i f  a a < 0

[0, otherwise

(14)

(15)

The błock of creation of a binary environment map is 
intended for generating of the environment map of the 
given configuration (fig. 12) and formation of the signal 
Y of activation of the binary neural network.

Such a map is necessary for the control of the robot in 
situations, when the obstacle is too close (on distance less 
A)to the side of the robot (fig. 12).

The triangular form is selected on the basis of

E

F ig . 12. C o n f ig u r a t io n  o f  th e  e n v ir o n m e n t m ap

providing of smooth maneuvers with the presence of 
obstacles in front of the robot. As the input information 
the błock of creation of a binary environment map uses 
the compressed environment map consisting of 36 units. 
The technology of conversion is, that if the obstacle is in 
zonę ABCDE, the appropriate units S' (p) are installed in 
single values, otherwise in zero values (fig. 13)

As a result the binary array characterizes the presence 
of obstacles in the given area. This błock consists of one 
layer of threshold neurons (fig. 14), each of which 
corresponds to the defined sector of the environment map.
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Fig. 13. Example of the binary erwironment map 
creation.

The binary network works by the principle of 
overcoming of the obstacle. The possible variants of its 
operation are represented in fig. 18

In the second variant the tum takes place until the 
obstacle is not overcome.

The neurons performs the following functions:
1, i f  S ( p )  < T( p )

S ' ( p ) -  -
0, otherwise

(16)

Неге T (p) - the threshold of the given neuron. For 
creation of the binary array in the given area it is 
necessary in appropriate way to form threshold values of 
neurons.

SC-18) SC-17) S(-l) S(l)

S'C-18) S’C-17) S’C-1) S’(l)

SC 17) SC18)

S’C17) S’C18)

Fig.14. Creation of the binary environment map

Fig. 16. Control commands of the robot

Fig. 17. Driving of the robot in case of the 
control from the binary błock: E - target

The binary neural network is intended for the control 
of the robot, when the turns on the large values can 
evolve into collision with the obstacle. In this case Y=1 
(fig. 11). Such a network represents the three-layer feed 
forward neural network (fig. 15).
The sigmoid function is used as the function of activation 
of units. The commands of the robot are formed by such a 
neural network(Fug.ló).

Thus the tums are performed on Г, that eliminates
Yi

Fig. 15. Binary neural network

collision of the robot with the sides obstacles. For the 
control of the binary network also the signals Yi and Y2 
are used. So, if Yj=1, that corresponds to a„>0, the binary 
network will form the command of turn to the right on the 
value of 1°. Such an interaction of blocks 3,4 and 5 
provides the driving of the robot in the nearest direction 
to the target. This is especially actual at the existence of 
the altemate paths of driving in narrow intervals (fig. 17).

Fig. 18 Possible variants of the binary 
network functioning

Fig. 19. Robot movement to the target 
with inexact information from sensor 
devices

For training of the binary network it is necessary to 
generate training sets. The generation of learning 
sampling is characterized by the simplicity and is 
performed by the logical way. The training sets for some 
situations are shown in table 1.

For training of the binary network the back 
propagation algorithm was used. The size of training set 
is 40 pattems. The regime of modeling can be used
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ТаЫе 1

b p u t p t t t t m
Outprut

p e « m

0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0

0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1

controller was developed for the robot "Walter" 
(Germany). However the appręaches described in this 
paper can be used for the variouś mobile robots.
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