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Abstract

A problem of finding optimal parameterized path in 
digraph is considered. A parameterized path is a path 
each arc of which is assigned a parameter fforn a given 
set. A superposition of recurrent-monotone functions 
is accepted as an objective fimction where one of the 
functions is defined by using max operation. A two- 
level decomposition scheme for solving an initial 
problem is proposed. Methods for solving the obtained 
after decomposition subproblems are developed.

1. Introduction

Problems of finding optimal paths often ansę in 
design and analysis of various networks. Shortest path 
problem is one of the most well-known such 
problems. A lot of papers is devoted to this problem 
(see, for instance, bibliography in [ 1,2]). Last decades 
formulations of these problems with complex 
objective functions are intensively studied. Sometimes 
such problems arise when reducing multicriteria 
problems to a problem with one so-called generalized 
criterion which is in fact a superposition of partial 
criteria. This paper focuses on a class of such 
problems.

In the section 2, the considered problem is 
formulated. In the section 3, a twolevel decomposition 
scheme for solving the initial problem is proposed. In 
the following sections, methods for solving 
subproblems obtained after decomposition are 
developed taking into account their features.

2. Statcment of the problem

Let G=(V,E) be a finite directed graph with 
distinguished vertices s and t without multiple arcs. 
Each arc (v,p) e E is assigned a set r vp and a vector-

function cvp(a) = (clp (a),c;p (a),Cyp (a)) where

a  6 r vp and c'vp(a ), r= 1,2,3, are non-negative real- 
valued functions.

A pair x=(w,y) is a parameterized path in graph 
G, if w=(i0, K , i | )  is a path in graph G and

l
Г = (Г1>К , Y i ) e Л »  = П r ,k_,ik ■

On a set X v of parameterized paths in graph G
from the vertex s to a vertex ve V, the following 
functions are defined:

/ ' ( * )  -  max{c^ л <п)11 i  к i  Ц .

An initial problem A is to fmd a parameterized 
path x* = (w*,y*) e X  = X , , which minimizes a

function g(x) = f \ x ) f \ x )  + f 3(x) .

3. Decomposition scheme

For solving the problem A, the following 
decomposition scheme can be used. It is a concrete 
definition of a generał scheme for solving similar class 
of problems [3, 4, 5].

Let us introduce a set YaR such that 
У сл{/\х)\х  e X * } * 0  

and
[min{// (x)|x e А} . т а х ^ О ) ! *  е ^ } ]э К  

where X* is a set of Solutions of the problem A, and a 
function g°(x,y)  = y - f 2(x) + f 3(x) which is defined 
on X*Y.
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Fig.l. Decomposition scheme for solving the initial problem A

At a lower level, for fixed value of parameter 
ye  Y we solve (possible approximate to a criterion
f ! (x)) local problems B'(y) of lexicographic 
minimization

i g°{x , y ) , f 1(x))-¥ Lex min, 

x e X(y)  = {* e X\ f \ x )  < y}
and at upper level, we solve problem B":

F ( y )  = g(* * (>')) -> min,
y e Y ,

where x*(y) is an obtained solution of the problem
B'(y),

Solution x*(yj-tw,y) can be "improved" after 
solving an auxiliary problem C(w): 

g((w,y))^> min, 
yeF
Diagram of this procedurę is shown in Fig. 1. 
Proposition 1. If у is a s-approximate solution of 

the problem B", then x*(y) is a e-approximate solution 
ofthe problem A.

lt should be noted that if sets Fvp are fmite for

all (v,p)eE, then the problem A is polynomially (with 
regard to dimensions of graph G) solvable.

4. Solving the problem В

For solving the problem B" we propose to use the 
following modification of “branch and bound method” 
which takes into account non-unimodality of function 
F(y) on Y.

To a current step of an algorithm, a value y° and a 
current record F° =F(y°) of function F(y) on Y are 
known as well as from the initial set Y a set Y° is
extracted such that min{F(y)|y eY °  U{y0}} -  F* < 
e where F’’l‘=min{F(y)|y eT} and e is a required 
accuracy (with regard to objective function) for 
solution of problem A. The set Y° is divided into 
subsets Yt contained in disjoint intervals (y~ ,y't ).

At the current step, a value y ’ is chosen in a set 
Y. for which problem B'(y') is solved and

parameterized path x*(y)=(w*(y),y*(y))  is found. 
The problem C(w) for w~w*(y)  is solved (if
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necessary). It results in correction of values y° and F°, 
replacing the set Y' by its subsets

= {уеУ . |у < у '}  and Yi2 = {y e T . | y > / }  .

After that for each subset Y, of Y°, a value z, is 
defined in such a way that either F(y)>F°-s for 
z, < у  i  y f  or there exists y' < z, for which 

F(y)<F(y). Subset [z, ,y,+ ] is deleted from the set Yt .
A choice of next Yx can be performed using 

various heuristics which take into account such 
characteristics of sets Yt as bounds of function F(y) on

the set Yj, length of interval ( y j , y,+) and etc.
Since
m in{F(»|y e Y j , f ‘(x *00) > > 0  > 

min{g°(x,y)|y eł}}

then either a lower bound qt of g°(x , y)  is also a 

lower bound of F(y) on Yt or there exists z < y~ such 
that F(z) < minlFOOlT e Yj} . In the latter case, 
eliminating Yj from the set Y does not result in loss of 
solution to the problem B". It allows also to use q, as 
lower bound of F(y) on Yj.

In particular, we can consider

q, = m a x [g '-(y '-y 7 )ti,g 'y 7 ! У'+ ti U ~ y i  I y)]
where (3 f is an upper bound of function f~(x)  an<f 

pf is a lower boimd of function f 3(x) on the set 

{x e X t \yJ~ < f , ( x ) <y*}  . The eliminated set 

[Zj ,y~l ] can be defined as

z,- = min[y' -(g' -F0) / t i , y ' { g ' - F ° ) / ( g ' - t i ) \ .

It should be noted that if the bound pf is 
accessible then its use is preferable in comparison with

P i -

5. Solving the problem B'(y)

A generał scheme for solving the problem A 
requires to solve a sequence of problem B'(y) for some 
sequence {y, } of parameters ye  Y, which is generated
during solving the problem B". It results in a 
development of special methods for solving problems 
В'(У) which take into account their parametric 
properties. Methods proposed hereafter allow to use 
for solving the current problem B'(y) data which have

already been obtained during solving problems B'(y) 
for the nearest lesser and greater values to у from the 
sequence {y,}. Such approach is very effective if

calculation of functions crvp (o) is time consuming.

It is easy to see that for the problem B'(y) one 
may consider instead the graph G a graph G(y)=(V(y), 
E(y)) which is obtained from the graph G by
eliminating arcs (v,p)sE such that c[,p (a) > у  for all

a  e r vp and vertices that are not accessible from s

and counteraccessible from t.
Proposition 2. If z j , z 2 e{y,}, z t <z2 and

x k =aigmm{g°(x , zk )\x e X ( z k )}, k=l,2, then

i) f 2( X j ) Z f 2(x2) and f 3(x,)< f 3(x2);

ii) f 3(*i ) = f 2(x2) iff f \ x j )  = f 3(x2) ;
iii) if f 2{xj)  = f 2{x2) and for k=l,2, 

(g°(x , zk ) , f I (xk )) = 

Lexmm{(g°(x, zk ) , f I ( x ) ) \ xeX( z k )}, 

then f ‘(xI) = f 1(x2).
It allows us to use the earlier obtained data in the 

following way.
Let us consider collections
f f"  (У) = {hp (y)| p  e V(у)} of vectors 

h"p (y) = (hnp’' ( y ) , h f ( y ) , h n/ ( y ) ) , n=I,2,3

such that h" (у ) = (0,0,0) and for all pe  V(y)\{s} the 
following recurrent relationships are satisfied: 

hp (y) = arg lex min{(y • к2 + X3 ,)J  )|

(XJ,X2,X3) e Z np (y)}(  1)

moreover if A” (y) * hp (yp (y )), then there exists a 
parameterized path

X p ( H p ( y ) )  = ((v = i0 ,К ,//),(Y/.K ,y/))

such that A” (y) = A” (y”(y)) and for k-1 ..... /

Л ”  '  (У).  [ '  W ,  c '  (y  ; ) ) * * , ] ■ '  O j  0 »

r=2,3. Неге

Z np(y) = {hnp (y np(y))}V  {(max(h^(y) ,cip (a)),

К '2 (y) + c2,p (a), h"’3 (y) + 4  (a))| (v, a )  6 Qp (y)}
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Qp(y)<^Qp(y)  = {(v,a)|(v,p) eE(y) ,

a  e r vp,cip ( a ) < y } .

The value yp(y) and the sets ęPp(y), n=l,2,3, 
pe  V(y), are defined as:

a) for n=2,3 and h?'1 (y r (_y)) < y,

ynp(y) = / ( y ) ,

{ ( v , a)eQp 0 0 14 (a) < hnp 2( yr (у ) ) - h"’2(y), 

4 p(a) > h;-3( / ( y ) ) - W \ y ) }  c  Qnp(y ) ;

b) for n=3 and 4  >(yr(y)) > У or n=l

y np(y) = y'(y),

{(v,a) e Qp OOI c2p (a) > hnp’2 (y l {y)) -  hn; 2{y \  

4 p(a)<hn/ ( y l( y ) ) - ^ 3(y) or 

4p(a) > у  or hCJ(y) > y l{y)} ę  Q?p( y ) ;

c) otherwise yp(y) is not defined and 

Q'p(y) = QP(y) •
It is easy to prove
Proposition 3. For all у e {y,},n=l,2,3, and 

peV(y)

(У hn/ ( y )  + hn/ ( y ) ,h npJ (y)) =

Lexmin{(y f 2(x) + f 3( x ) , f 1(x)\x & Х , / ' { х ) й у } .

For any vertex pe  V(y), n=1,2,3, we can construct 
a parameterized route xp(y) , which consists of d 
(d> 1) parameterized paths

X Pm = X Pm  ̂f łP ^ um ^  = = 'm0 ^
(Ут/.К-гмт»> obtained for some Уит 6{Vj} such that

vi = s> Pud = P. и'р(Уии) = hp(y) and um_i < um,

Pm-, = vm , = *;mOwJ for m=2.....d-

It is easy to prove that xp(y) is a parameterized 
path if in relationships (1) we accept ti'p{y) = hnp(ynp{y)) 
iff zp(y) does not contain a vector (X1 such that

O • hnp 2{ynp(y)) + hnp 3(ynp{y)),hnp’, {yrp(y))) =

( y -Х2 +X3,X')

6 . Conclusions

For solving the problem C(w), a twolevel 
procedurę can be used, which is similar to the 
proposed one for the initial procedurę A. Inclusion the 
problem C(w) into generał procedurę for solving the 
initial problem A allows us to obtain “good” upper 
bounds of function F(y). Taking into account such role 
of the problem C(w), it is sufficient to obtain its 
approximate solution. Furthermore, we can solve it 
even for some subpath containing vertex t.

The proposed approach can be improved for 
particular applications. For instance, it is possible to 
reduce the sets r vp during solving problems B'(y).

The proposed approach can also be extended for 
morę wide class of such problems. For example, a
problem when function f 3(x) is defined both 
operation “max” and “min” can be reduced [3] to the 
considered problem.
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